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Preface

This volume contains the papers presented at the 2nd International Conference on Secu-
rity in Pervasive Computing (SPC 2005) held April 6-8, 2005 in Boppard, Germany. The
objective of this second conference was to develop new security concepts for complex
application scenarios based on systems like handhelds, phones, smartcards, RFID-chips
and smart labels hand in hand with the emerging technology of ubiquitous and pervasive
computing. In particular the conference focused on methods and technologies concern-
ing the identification of risks, the definition of security policies, and the development
of security and privacy measures, especially cryptographic protocols that are related
to specific aspects of ubiquitous and pervasive computing like mobility, location-based
services, ad hoc networking, resource allocation/restriction, invisibility, and secure hard-
ware/software platforms.

We received 48 submissions. Each submission was reviewed by three independent
reviewers and an electronic Program Committee meeting was held via the Internet. We
are very grateful to the Program Committee members for their efficiency in processing
the work and also for the quality of their reviews and discussions. Finally the Program
Committee decided to accept 14 long papers and 3 short papers.

Apart from the Program Committee, we would like to thank also the other persons
who contributed to the success of this conference: the additional referees for review-
ing the papers, the authors for submitting the papers, and the local organizers, and in
particular Hans-Peter Wagner, for the local organization of the conference in Boppard.
SPC 2005 was hosted by the Bundesakademie fiir 6ffentliche Verwaltung of the Federal
Ministry of the Interior, and was sponsored by the DFKI and BSI.

April 2005 Dieter Hutter and Markus Ullmann
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Pervasive Computing - A Case for the
Precautionary Principle?

Lorenz M. Hilty

Technology and Society Laboratory,
Swiss Federal Laboratories for Materials Testing and Research, EMPA
Lerchenfeldstrasse 5, CH-9014 St Gallen, Switzerland
lorenz.hilty@empa.ch

The Precautionary Principle aims to anticipate and minimize potentially serious
or irreversible risks under conditions of uncertainty. It has been incorporated into
many international treaties and pieces of national legislation for environmental
protection and sustainable development. However the precautionary principle
has not yet been applied systematically to novel Information and Communication
Technologies (ICTs).

The results of EMPA’s four-year research program “Sustainability in the
Information Society” (www.empa.ch/sis), co-funded by the ETH board, sug-
gest that precaution is necessary in the ICT field and show how the general
principle of precaution can be put in concrete terms in the context of the in-
formation society. In particular, we advocate precautionary measures directed
towards pervasive applications of ICTs (Pervasive Computing) because of their
large potential impacts on society [3, 7].

Assessing a technological vision before it has materialized makes it neces-
sary to deal with two types of uncertainty: first, the uncertainty of how fast
and to which extent the technology will be taken up and how it will be used;
second, the uncertainty of causal models connecting technology- related causes
with potential social, health or environmental effects. Due to these uncertain-
ties, quantitative methods to evaluate expected risks are inadequate. Instead, we
developed a “risk filter” that makes it possible to rank risks according to a set
of qualitative criteria based on the Precautionary Principle and on the principle
of Sustainable Development [4].

The following potential negativ impacts of Pervasive Computing on society
were identified: restriction of consumers’ and patients’ freedom of choice, stress
caused by time-rebound effects and by unreliable technology, a ’dissipation’ of
responsibility in computer-controlled environments, and threats to ecological
sustainability caused by a new type of electronic waste [6]. It is indisputable
that ICT plays an necessary role in tackling the most difficult challenge facing
global society today — Sustainable Development [1,5]. In particular, Pervasive
Computing offers great opportunities to society, but we will only be able to
exploit this potential if we minimize the risks it brings about at an early stage
of development. Since RFID technology is one of the forerunners of Pervasive
Computing, and as such is expected to play an important role in daily life in the
near future [2, 6], it will be used as an example to illustrate our approach.

D. Hutter and M. Ullmann (Eds.): SPC 2005, LNCS 3450, pp. 1-2, 2005.
(© Springer-Verlag Berlin Heidelberg 2005
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TENeT: A Framework for Distributed
Smartcards

Masayuki Terada!, Kensaku Mori!, Kazuhiko Ishii!, Sadayuki Hongo',
Tomonori Usaka?, Noboru Koshizuka3, and Ken Sakamura*

I Network Management Development Dept., NTT DoCoMo, Inc.
2 University Museum, Univ. of Tokyo
3 Information Technology Center, Univ. of Tokyo
4 Interfaculty Initiative in Information Studies,
and Graduate School of Interdisciplinary Information Studies, Univ. of Tokyo

Abstract. This paper proposes a new architecture that allows
distributed smartcards to interact with one another as well as interact-
ing with application programs on their hosts. Since these interactions are
handled distribution transparently through message dispatching agents
deployed on each host, the smartcards can autonomously conduct dis-
tributed protocols without turning to off-card application programs. The
proposed architecture thus reduces the complexity of application pro-
grams and makes it easier to develop smartcard-based services that offer
a high-level of functionality.

1 Introduction

Personal trusted devices, smartcards are the most typical example, are becoming
the preferred tool for realizing secure and convenient electronic commerce.

The early smartcards had limited computing power and were thus used as
data carriers with simple access control. Recent smartcards, however, are far
more powerful and can be treated as external secure computing devices rather
than mere secure memory devices[1]. Smartcards are now being used as auxil-
iary devices of regular computers (i.e. PCs), as well as trusted conductors of dis-
tributed protocols in several systems: e.g., trading electronic money and vouchers
among smartcards|2, 3]. Smartcards are no longer auxiliary devices in these sys-
tems, but rather their hosts can be considered as auxiliary devices which supply
I/O functionality to the smartcards.

One impediment is that the standard interface and architecture for interact-
ing with smartcards, namely ISO7816-4, is rather classic and doesn’t support
modern smartcard functionalities such as conducting distributed protocols. In
ISO7816-4, the data format named APDU (Application Protocol Data Unit)
depends too much on the original internal smartcard structure, interactions are
asymmetric, and smartcards must always be “passive” transponders; there is
no way of getting the smartcard to issue a command to its host. These draw-
backs of ISO7816-4 make it unacceptable as a platform on which to develop

D. Hutter and M. Ullmann (Eds.): SPC 2005, LNCS 3450, pp. 3—-17, 2005.
(© Springer-Verlag Berlin Heidelberg 2005



4 M. Terada et al.

application programs for systems that want to fully utilize smartcards with high
functionality.

Several approaches have been proposed to offer more sophisticated and ab-
stracted interaction with smartcards, which can be accessed in similar ways to
more abstracted and familiar devices such as filesystems, web servers and remote
objects[4, 5, 6, 7]. These approaches reduce the cost of developing application pro-
grams since they conceal the internal detail data format of smartcards. Unfortu-
nately, the architectures proposed so far are still asymmetric in which smartcards
are considered as merely passive transponders, they cannot facilitate the devel-
opment of systems that depend on smartcards conducting distributed protocols.

In this paper, we propose a framework named TENeT (Trusted Environment
with Networking e TRON), which provides symmetric and distribution transpar-
ent interactions among smartcards and application programs in a distributed
environment.

Every smartcard and application program (on hosts) in this architecture in-
teracts with the others by distributed message passing. Since each message is
delivered automatically according to its destination, a smartcard can (logically)
interact with another smartcard autonomously. Since the interaction is concealed
from the application program running on the host, there is no need for the pro-
gram to parse or mediate messages between smartcards. Instead, the application
program simply sends a message that asks the smartcard to start the protocol
and waits to receive the result of the protocol.

The rest of the paper is organized as follows: Section 2 mentions the charac-
teristics of smartcards and describes problems of ISO7816-4 which is commonly
used as the specification for interacting with smartcards. Section 3 looks at the
previous approaches related to the problems. We then introduce the structure
of the proposed framework named TENeT in Sect. 4, and discuss the security
aspect of the framework in Sect. 5.

2 Smartcards

A smartcard is a tamper-resistant device that prevents external entities from
illegally accessing stored data and programs. Some low-end cards are not pro-
grammable and merely offer simple authorization using shared secret and read/
write (or increment/decrement) access to its memory, but this paper assumes a
programmable smartcard that has a micro-processor for executing programs.

Since a smartcard usually has no (long-life) battery or user interface, it cannot
be used standalone. When using a smartcard, it is connected to another device
that supplies power and I/O support. We refer to such a device as the “host” of
the card. A personal computer that has a smartcard reader/writer and a mobile
phone with a SIM or UICC slot are typical hosts.

Both a smartcard and its host have application programs which interact with
each other. Those on the smartcard are called on-card application programs
(on-card APs) and those on the host are called off-card application programs
(off-card APs).
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Smartcard-host interaction normally follows ISO7816[8] which specifies the
protocol and the data format.

ISO7816 consists of several parts; i.e. ISO7816-1 (ISO7816 part 1) and 7816-
2 specify the physical constraints, 7816-3 specifies the electrical characteristics
and transmission protocols, and 7816-4 specifies the data format named APDU
and some basic commands.

For contact-less smartcards, another standard named 15014443 is specified,
but the ISO7816-4 APDU is appropriated for command use. The ISO7816-4
APDU format is thus widely used as the specification for interaction between a
smartcard and an off-card AP except for some smartcards that have their own
proprietary format.

An ISO7816-4 smartcard behaves as a reactive transponder; the host sends
a command (Command APDU) to the smartcard and the smartcard responds
with the result of the command execution (Response APDU). The smartcard
never sends any command to the host in this scheme.

This scheme works well for smartcards that provide only low-level function-
alities such as read/write or simple sign/verify, however, it doesn’t support the
high-end functionalities of recent smartcards such as conducting distributed pro-
tocols. A description of the problems with ISO7816-4 is given below:

Lack of Abstraction. An off-card AP that wants to utilize a smartcard has
to generate and parse APDUs, which is a low-level format that strongly de-
pends on the smartcard’s internal structure. This makes off-card APs compli-
cated and requires their developers to have special knowledge of smartcards and
APDU specifications.

Asymmetry of the Architecture. Since ISO7816-4 assumes that smartcards
will not behave proactively, it is difficult for a smartcard to request or notify
something to external entities; e.g., it is difficult to apply the Observer pattern[9],
which is commonly used for notifying events in object-oriented designed systems.
A series of APDUs can provide a roughly equivalent function, however, it makes
both the on-card APs and off-card APs much more complicated.

No Support for Distribution. Since there is no support for a distributed en-
vironment in ISO7816-4, a smartcard cannot interact with remote entities such
as smartcards on remote hosts and server programs on remote servers unless an
off-card AP on its host intermediates the interactions. Because of the asymme-
try of the architecture, intermediation procedures tend to become cumbersome
and complicated.

3 Previous Works

Several approaches have been proposed to address the above problems in ISO7816-
4 and to make it easier to develop smartcard-based application systems.

SCFS (Smart Card File System)[4] enables external entities to treat the (non-
volatile) memory of smartcards as a filesystem; Users and off-card APs can
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read /write files from and to a smartcard as if it were a floppy disk. This approach
can make utilizing “memory cards” simpler, but it cannot be extended to support
other functions.

Webcard[6] and WebSIM|[5] enable a smartcard to mimic an HTTP server,
with which users and off-card APs can interact using the HTTP protocol; i.e.,
a user can access a smartcard using a web browser like Internet Explorer and
Morzilla Navigator. This approach would be quite useful in certain applications
wherein users would directly interact with their smartcards, however, smartcards
in this approach are still passive transponders and so it is difficult to extend this
approach to support smartcards that must conduct distributed protocols, in spite
that they enables an off-card AP to access smartcards on remote hosts.

JASON[7] and JavaCard2.2[10] provide facilities similar to RMI (Remote
Method Invocation), the facility for invoking methods on remote objects in
Java, for invoking functions on smartcards. These facilities, which are called
SMI (Secure Method Invocation) in JASON and JC-RMI (JavaCard RMI) in
JavaCard2.2, enable off-card APs (written in Java) to interact with smartcards
as if interacting with remote objects using RMI. Since the detailed format of
the interactions is concealed from off-card APs, the developers don’t need to be
aware of the detailed format or indeed the protocol used in RMI.

However, neither SMI nor JC-RMI allows smartcards to invoke external en-
tities; both facilitate only invoking functions on smartcards from off-card APs.
They, therefore, cannot support smartcards that conduct distributed protocols.

To address to the disadvantages caused by asymmetric interactions between
a smartcard and its host, there have been proposed several interaction schemes
based on the Intelligent Adjuncts paradigm[11,12], which enables a smartcard
to have access to off-card resources of the host.

Proactive UICC][13, 14] provides mechanism for a smartcard to issue com-
mands to its host; e.g., display some messages or fetch input from a user. In the
initial state, an off-card AP issues a command to a smartcard and the smartcard
responds to the command, alike usual ISO7816-4 smartcards. When the smart-
card wants to issue a command to the off-card AP, it sends back a response that
includes the special state code (“91 XX”, where XX is the size of the command
to be issued by the card) instead of the normal state code (“90 00”). The off-
card AP then issues a FETCH command that requests the card to send back the
command to be issued. The proactive UICC mechanism thus enables smartcards
to inverse the command/response direction.

The card-centric framework|[15] takes a similar but more aggressive approach,
wherewith the roles of a smartcard and a host are completely swapped; a smart-
card becomes proactive as soon as it is attached to the host.

The disadvantage of the proactive UICC approach is that the switching of the
command /response direction requires an extra handshake cycle, which causes
considerable performance overheads and complicates off-card AP design. The
card-centric framework eliminates these overheads by considering only the case
where a smartcard makes use of resources on the connected host, however, this
approach consumes much more processing power of the smartcard and the im-
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plementation result[15] shows that applying this approach is not feasible yet for
current smartcards.

4  Our Proposal

In order to solve the problems described in the previous sections, we propose
TENeT (Trusted Environment with Networking eTRON), which is a symmetric
and distribution transparent architecture and interaction scheme for smartcards
in a distributed environment.

4.1 Design Goals
The main design goals of TENeT are as follows:

Provide Efficient Symmetric Interactions. As mentioned in Sect. 2, an
asymmetric architecture makes mutual interactions among smartcards difficult
to implement. To facilitate the development of application systems that require
distributed smartcards to interact with one another, we need a symmetric archi-
tecture in which a smartcard can interact with another entity in coordination
with an off-card AP, and it should be implemented effciently.

Provide Distribution Transparency. To reduce the cost of creating an off-
card AP, it is important to provide distribution transparency, which enables a
smartcard to interact with remote entities without the off-card AP being aware of
the interactions; off-card APs can be liberated from intermediating interactions
between them.

Provide Security. Distribution transparency suggests that it is possible for
malicious remote entities to conduct illegal acts on a smartcard without tipping
off the off-card AP or its user. To avoid this situation, TENeT must prevent
such illegal acts on smartcards.

To achieve the above design goals, we took following approaches in designing
TENeT.

The most straightforward approach to provide symmetric interactions effi-
ciently is to realize a “true” call/return mechanism which allows smartcards to
invoke external entities and vice versa, without external handshakes to switch
the direction. However, this approach requires a smartcard to preserve its execu-
tion context (i.e. the execution stack) until the invocation is returned from the
external entity. It is not easy for smartcards, which tend to be scarce of volatile
memory (i.e. RAM), to efficiently preserve execution contexts, especially consid-
ering the need to support nested (reentrant) invocations.

We therefore dropped the call/return approach and instead adopted the mes-
sage passing approach, in which all interactions among smartcards and external
entities including off-card APs and remote servers are performed by exchanging
messages. This requires that off-card APs be executed in an event-driven man-
ner instead of command/response or call/return manner, but we consider that
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this is not a problem since the event-driven architecture is commonly used in the
object-oriented programming area, especially when developing GUI applications.

To provide distribution transparency, each entity exchanging messages has
its own identifier, and each message includes two identifiers: the source and the
destination of the message. Messages are routed automatically according to the
identifier of its destination. The details of the identifier are described in Sect. 4.2.

Security against malicious entities is provided by a filtering facility named
Guard, which is detailed in Sect. 4.3.

4.2  Message Structure

The messages exchanged among entities in TENeT, including smartcards and
off-card APs are named eTP messages.

Similar to IP packets in the Internet, An eTP message consists of a Header,
which includes its source and destination, and a payload. For easier implemen-
tation of message parsers in smartcards, the header includes a code designating
“message type”, which determines the format of the payload; i.e., an eTP mes-
sage is represented by the 4-tuple (src, dst, mtype, param): src and dst
represent the sender and destination, respectively, mtype represents the code
designating the format of the param, and param is a set of parameters described
in the format designated by mtype.

To realize distribution transparent message passing, it is required that 1)
identifiers of entities including smartcards and off-card APs are unique, and 2)
it should be easy to route messages according to the identifier.

In TENeT, each smartcard has a 128bit identifier named uCode, which is a
globally unique identifier assigned to smartcards and RF-ID tags by an organi-
zation named ulD center[16].

Since it is not practical to similarly identify each off-card AP, which would
require the assignment of an identifier per AP installation, an off-card AP in
TENeT acquires its identifier from a smartcard on the same host; the 16byte
(128bit) identifier is divided into 12+4 bytes. The 12byte set is called “domain”
and the 4byte set is called “port”.

Each smartcard is assigned its own domain from the center; let it be D. An
off-card AP requests the smartcard on the same host to assign a port P, which
is a unique number in the domain and is never reused. In case of successful
assignment, the identifier of the application is D|P, where z|y is the concatena-
tion of x and y. P = 0 is reserved for the identifier of the smartcard itself and
never assigned to APs; i.e. the identifier of a smartcard is D|0 (12byte domain
D followed by 4bytes of 0’s).

This dynamic identifier assignment scheme efficiently assures the uniqueness
of identifiers as well as making message routing easier. Since a smartcard and
all off-card APs on the same host have the same domain D, messages can be
routed by managing pairs of domain and network address of the host instead
of managing each identifier; this reduces the cost of address resolution for mes-
sage routing.
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Fig. 1. Architecture of TENeT

4.3 Architecture of TENeT

To realize the symmetric and distribution transparent delivery of eTP messages,
we adapt an architecture based upon distributed shared memory. Figure 1 de-
picts the modules forming TENeT. The roles of the modules are described below:

Dispatch Table. The dispatch table stores messages sent from smartcards and
off-card APs until received by another entity. Every sent message is temporarily
stored in this table. A message is sent by storing the message in the table via
the messaging library, and received by reading the message. The dispatch table
is implemented as shared memory in our current implementation.

Messaging Library. The messaging library provides a means of sending or
receiving messages to or from off-card APs and proxies by providing access to
the dispatch table; i.e., store a message in the table (sending a message), read
a message from the table (receiving a message), and register a message handler
which notifies of the storage of the specified message in the table (notification
of a message).

High-level Library. The high-level library provides the functions needed to
convert the data format used in off-card APs from and to that used in eTP mes-
sages. These functions are used as wrappers which construct and parse messages
so as to conceal the detailed data format of messages from off-card APs.

Smartcard Proxy. The smartcard proxy provides a means to send and receive
messages in place of a smartcard. This proxy is an independent process that
accesses the messages using the messaging library; i.e., when notified of the
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arrival of a message for the smartcard by the handler registered to the messaging
library, this proxy receives the message and forwards it to the card, and upon
receiving a message from the smartcard, it stores the message in the dispatch
table via the messaging library.

To detect the arrival of messages for the smartcard, the smartcard proxy
registers a handler with the messaging library for any message whose destination
is the smartcard.

Remote Proxy. The remote proxy provides a means to route messages from/to
remote entities. This proxy is also an independent process; it forwards a message
to another remote proxy located on the corresponding remote host when the
destination of the message is a remote entity. Upon receiving a message from a
remote proxy of another host, it stores the message in the dispatch table.

This proxy manages a routing table, which includes pairs of domain and net-
work address of the host (cf. Sect. 4.2) and registers a handler with the messaging
library for any message whose destination matches any managed domain.

Guard. Guard filters messages according to the conditions provided by off-card
APs to prevent malicious remote messages from being forwarded to a smartcard.

Guard consists of sets of conditions and a message handler registered by
off-card APs. The corresponding handler is invoked when a suspicious message
that matches any of the provided conditions arrives at the dispatch table. When
invoked, the handler inspects the message in detail and discards the message if
it is considered harmful for the application; an off-card AP can thus provide the
logic of inspection that suits to securing its application.

4.4 Example Message Flows

The following examples illustrate message flows among smartcards and off-card
APs in TENeT.

In this example, an off-card AP P on host A sends a message to another
off-card AP Py on remote host B, through a secure channel established by smart-
cards Sap and Sg, which are located on host A and B, respectively. To simplify
the example, it is assumed that Sy and Sg have a pre-shared secret key k, and
the remote proxy on host A knows the pair (Dp, B) where Dp is the domain of
entities on host B.

1. At first, P creates an eTP message m; whose destination is Sp using the
high-level library, then P stores m; in the dispatch table using the messag-
ing library (i.e. sends message my).

2. The smartcard proxy of Sa is notified of the storage of m; from the low-level
library. The proxy then receives my and forwards it to Sa. In our current
implementation, every message exchanged between a smartcard and its proxy
is wrapped in an [SO7816-4 compliant APDU envelope.

3. Sa receives mp and creates and sends the next message ms to Sg. The
contents of mo are encrypted by k.

4. The proxy of Sp receives my and stores it in the dispatch table.
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5. Since mo is addressed to a remote entity on host B (i.e. Sg), the remote
proxy on host A is notified of msy and picks it up. my is then forwarded to
the remote proxy on host B.

6. my is stored in the dispatch table on host B and is forwarded to Sg by its
proxy in a similar way to the proxy of Sa.

7. Sp receives msy, decrypts it by k, and sends the last message ms to Pg. The
proxy of Sp stores it in the dispatch table.

8. Pp is notified of mg and decodes it to obtain m using the high-level library.

The proposed framework thus enables smartcards to exchange messages au-
tonomously without the help of off-card APs. This example initially seems to
require a number of steps to forward a message, however, what off-card APs
have to do are: 1) Pa creating and storing m; using the high-level/messaging
libraries, and 2) Pg decoding mgs to obtain the message.

Furthermore, this framework can provide better modularity of the system.
Since interactions between smartcards can be completely concealed from off-card
APs, it is quite easy to alter the encryption scheme used by the smartcards; e.g.,
when using the Diffie-Hellman key exchange scheme for sharing the encryption
key instead of using a pre-shared secret key, there would be little impact on
off-card APs because they don’t have to be aware of the additional interactions
needed for the key exchange between smartcards. For off-card APs, the protocols
performed among smartcards can be treated as “pluggable” black boxes.

5 Implementation Result

5.1 Optimistic Fair Exchange Protocol for Trading Electronic
Vouchers

We applied this approach to implement a prototype fair voucher trading system,
which enables users to trade electronic vouchers stored in their smartcard fairly
among the smartcards, using the optimistic fair exchange protocol proposed in
[3]. This protocol exchanges vouchers vi and vy each of which stored in smart-
cards Sp and Sp respectively as follows!, where Table 1 gives the definitions of
the symbols used in describing the protocol:

1. P4 orders Sp to start the exchange of v; stored in Sy and vs stored in Sg.

2. Sa sends Sp offer message mq: {v1, va, n1}, which means an offer to exchange
vi and vs.

3. Sp deletes vo and sends S agreement message ma: {(h(v1|va|ng)|h(nz2))pks,
Certp} iff offer m; is acceptable.

4. Sp deletes v; and sends Sp confirmation message ms: {(h(nz))pka, Certa }
iff agreement mo is successfully verified.

! To simplify the explanation, the details of the verification procedure and manage-
ment of ni and ny are omitted in this paper.
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Table 1. Definition of the symbols used in the protocol description

Sa,S8  smartcards located on hosts A and B, respectively
Pa,Ps  (off-card) wallet application programs that manage Sa and Sp

V1,V2 vouchers initially stored in Sa and Sg

V1, V2 identifiers of vi and v»

ni, N2 random numbers generated by Sa and Sg
h() a secure hash function (e.g. SHAT)

PkX a public key of asymmetric cryptography
(m)pkx a signed message that consists of m and a signature verifiable by PkX
Certx  a public key certificate of PkX

Sp stores vi and sends Sp commitment message my: nsy iff confirmation mg
is successfully verified; or else, Sg runs the abort subprotocol.

Sa stores v,2 iff commitment my is successfully verified; or else, S runs the
resolve subprotocol.

When the protocol above is interrupted due to network errors or other rea-

sons, a user can be fallen into an unfair condition, wherein the smartcard of the
user has deleted its voucher without storing the voucher to be received. In this
case, both P and Py can recover fairness by performing a resolve subprotocol
and an abort subprotocol, respectively, with a trusted third-party T.

—_

o

The resolve subprotocol is performed as follows:

Pa orders Sp to start the resolve subprotocol.

Sa sends T resolve request message m,1: {(resolve/h(na))pra, Certa }, where
ng is used as the identifier of the exchange to be resolved or aborted.

T sends Sa resolve admission myo: {(resolve|h(ng))pkr, Certr} iff m,q is
successfully verified and the exchange identified by ns has not been aborted
yet; or else, sends abort admission mga: {(abort|h(ns))prT, Certr} iff m,q is
successfully verified and the exchange has already aborted by Sg.

Sa stores vy iff received resolve admission m,.o and it is successfully veri-
fied, or (re-)stores vy iff received abort admission mgs and it is successfully
verified.

The abort subprotocol is performed in a similar way:

Py orders Sg to start the abort subprotocol.

Sp sends T abort request message mg1: {(abort|h(ns))pkp, Certp}.

T sends Sp abort admission mygs iff m,; is successfully verified and the
exchange has not been resolved yet; or else, sends resolve admission m,.o iff
mg1 is successfully verified and the exchange has already resolved by Su.
Sp (re-)stores vy iff received abort admission mgo and it is successfully ver-
ified, or stores vs iff received resolve admission m,o and it is successfully
verified.

2 v3 is assumed to be generatable (i.e. can be stored) from vz by Sa.
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Note 1. In [3], ny is used as the identifier of an exchange in the resolve and abort
subprotocols, however, ny must be used instead in order to prevent illegal abort
requests; when using n; as the identifier, the (malicious) user of Sg can force Sp
to abort the exchange that Sg has already completed, by replaying m; followed
by an abort request.

5.2 Implementation

The protocol can be quite easily implemented using the proposed framework;
each message m; can be 1-to-1 mapped into an eTP message. Most of these
messages can be exchanged between smartcards Sy and Sp autonomously, so
the off-card wallet APs have nearly nothing to do with running the protocol,
except: 1) wallet P5 sends a message to start the exchange, and 2) wallet Pg
should confirm whether offer m is acceptable or not to its user.

The former also can be mapped into an eTP message obviously, and the
latter can be implemented in the following ways: 2a) use Guard, which prompts
the user if the offer is accepted and discards the offer when the user rejects it;
or 2b) change the destination of offer m; to Pp instead of Sg, and insert an
additional message m}, which means the acceptance of the offer, sent from Pp
to Sg. Both approaches should work well, but we took approach 2b) for our
prototype implementation.

The protocol thus can be implemented using the proposed framework as
follows, where pa, pb, sa, and sb are the identifiers of Py, Pg, Sa, and Sg, re-
spectively.

1. Py sends Sy (pa, sa, start-exchange, {v;, vy, pb}).

2. Sp sends Pp (sa, pb, offer, m;).

3. Pp examines m; in the received message, and sends Sg (pb, sb, accept,
my) iff mq is considered acceptable.

4. Sp deletes v and sends Sp (sb, sa, agreement, ma).

5. Sa deletes vi and sends Sy (sa, sb, confirmation, mg) iff my is suc-
cessfully verified.

6. Sp stores vi and sends Sp (sb, sa, commitment, my) iff mg is successfully
verified; or else, Sgruns the abort subprotocol.

7. Sa stores vy iff my is successfully verified; or else, Saruns the resolve sub-
protocol.

The resolve and abort subprotocols can be implemented in a similar way.

The number of messages handled by the smartcards is exactly the same as
in the original protocol®; the proposed framework doesn’t demand any extra
interactions to implement the protocol. In addition, implementation of off-card
APs is quite simple; what they have to do is to trigger the start the exchange
(for Po) and to confirm the offer of the exchange (for Pg).

3 The accept message is an addition, however, the number of the messages the smart-
cards handle doesn’t change since Sg doesn’t need to handle the offer message.
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Table 2. Time to process message

Message type CPU (ms) I/O (ms) Total (ms)
start-excg. 50 129 179
accept (ma1) 191 153 344
agreement (mz) 553 153 706
confirmation (ms) 402 91 493
commitment (m4) 24 42 66
Whole exchange 1,220 568 1,788

Table 3. Specifications of the system

Smartcard Infenion SLE66CLX320P

CPU clock 15 MHz

Card R/W Gemplus GemPC Twin

Interface speed 38.4 kbps (Card-R/W), 12 Mbps (R/W-Host)
EEPROM 32 KB

RAM 5 KB

To generate a signature 125 ms (ECDSA, 163bit)
To verify a signature 185 ms (ECDSA, 163bit)

Although it doesn’t appear explicitly in the above message flow, either wallet
Pa or P can check the progress of the exchange if needed, by hooking mes-
sages exchanged between smartcards using handlers registered with the mes-
saging library (cf. Sect. 4.3); this also can be achieved without involving any
additional messages.

5.3 Performance Result

Table 2 shows a performance result of the implementation described above, and
Table 3 gives the specification of the system used for the measurement.

In Table 2, the columns show (from left to right) message type, CPU time
consumed by the smartcard (and crypto co-processor), that for I/O interaction
(including time to send the next message), and the sum of the two. The last
row lists the time taken to process all messages. We can see that it takes only
about 1.8 sec. to complete an exchange among the smartcards. These figures
don’t include the time needed for networking or message handling in the host,
however, message handling cost is negligible when compared to the time con-
sumed by smartcards, and networking cost is not so large because only 2-round
communication is needed in an exchange.

As Table 3 shows, it takes about 125 ms to sign a message and 185 ms to
verify a signature by the smartcard used in the system, and the implemented fair
exchange protocol needs two signatures (to generate mo and m3) and 4 signature
verifications (verifying ms and mg, as well as verifying the 2 certificates Certa
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and Certg). It accordingly takes 990 ms for cryptography and the remaining 230
ms is consumed by pure processing in the smartcards. No considerable perfor-
mance penalty caused by applying the proposed framework can be observed in
this prototype implementation.

6 Security Discussions

6.1 Preventing Malicious Remote Messages

In previous smartcard systems, a smartcard can be protected from malicious
messages from remote entities by an off-card AP since the off-card AP, which
has to intermediate every message to the smartcard, can check the messages.
However, since a smartcard in TENeT can directly interact with remote entities
without the help of an off-card AP, we need a way of protecting smartcards from
malicious messages.

As described in Sect. 4.3, Guard prevents such malicious messages from arriv-
ing at a smartcard. It inspects messages from remote entities in place of off-card
APs, according to the logic provided by off-card APs. If the message is considered
harmful, it is discarded without exception.

Guard can do more than just inspect messages. It can also protect the smart-
cards from suspicious programs, for example, running downloaded Java applets
in a sandbox.

Guard thus prevents illegal access to smartcards and provides security which
is not less than that of previous smartcard systems, while it offers better mod-
ularity and more flexibility of inspection.

6.2 Providing Confidentiality and Integrity

While most previous systems that offer remote access to smartcards make an
effort to provide confidentiality and integrity of the accesses, messages in (our
current implementation of) TENeT are not encrypted, nor do they follow MAC.
This is one of our design decisions.

These schemes require a key exchange in advance of message exchange unless
we can assume pre-shared secret keys shared by all entities exchanging mes-
sages. Performing key exchange protocols, however, is too “heavy” for smart-
cards, whose I/O performance is quite limited, to apply at the beginning of
every interaction.

Most cryptographic application protocols utilizing smartcards, e.g. transfer
protocols for electronic money or vouchers, are designed without the assumption
of secure channels among entities; each message which has to be assured of confi-
dentiality or integrity is already protected by adequate cryptographic techniques
like encryption or digital signatures. Applying them in the message transport
layer would be redundant and should be avoided to ease performance concerns.

If it is required to secure messages from third parties for privacy, providing a
secure connection between remote proxies using SSL or IPSec would be enough
and much faster than providing secure channels between smartcards. Encrypt-
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ing messages in smartcards should also be avoided in this case considering the
performance disadvantage.

When applying the proposed framework to embedded systems, smartcards
would often have higher performance than their hosts, especially with regard to
cryptographic processing. For such systems, it is also possible to provide secure
communication channels as per the example described in Sect. 4.4. Note that it is
also not necessary to provide security in the message transport layer in this case.

7 Conclusion

In this paper, we proposed a new framework for a distributed smartcard en-
vironment, named TENeT, which provides message based symmetrical inter-
actions among smartcards and application programs. Since this framework en-
ables smartcards to directly interact with one another, application programs
that utilize smartcards can be much simpler and better modularized than those
in previous systems.

Although the proposed framework offers flexible interactions among smart-
cards and application programs, its feasibility and efficiency are not compro-
mised; it can be efficiently implemented using current smartcards since nested
smartcard invocations are avoided by adopting the message passing approach
and security overhead is minimized by avoiding the redundant application of
cryptography.

The feasibility and efficiency of this approach has been confirmed by imple-
menting a prototype fair voucher trading system that enables users to trade
electronic vouchers fairly among the distributed smartcards, using an optimistic
fair exchange protocol[3]. The implementation result shows that such a sys-
tem utilizing distributed smartcards can be quite easily implemented using the
framework, without incurring any performance overheads that spoil feasibility
of the system.
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Abstract. This paper proposes an extension of the Digital Value Ex-
change Protocol that enables fair exchange of digital values, e.g., elec-
tronic money and digital tickets, over a P2P system without requiring
the use of an external negotiation facility. The digital values stored in the
partners’ smart cards are exchanged through the network using 4 mes-
sage exchanges based on the Optimistic Fair Exchange Protocol; digital
values are directly exchanged between a pair of users; the Trusted Third
Party(TTP) is accessed to resolve the conflict only if this exchange is
interrupted. Traditionally, the partners and the exchanged digital val-
ues are determined by external negotiation before the exchange. Our
proposed protocol dispenses with the external negotiation facility while
sticking to the same 4 message exchange. We also implement a smart
card application that can generate the messages for the proposed proto-
col within 1 second and examine its feasibility.

1 Introduction

When Alice and Bob exchange their digital values, e.g., electronic money and
digital tickets, through the network, Alice may not get Bob’s digital value even
though she sent hers; Bob fails to send his digital value after getting Alice’s.
The TTHF Protocol[8] can prevent such problems when exchanging digital val-
ues over the network since it uses the Optimistic Fair Exchange Protocol[l, 2, 3].
Digital values used in the TTHF Protocol are stored in tamper-resistant de-
vices(e.g. smart cards) to prevent illegal acts such as the copying, reproduction,
or alteration of the digital values. According to the TIHF Protocol, just 4 mes-
sage exchanges are needed if the Trusted Third Party(TTP) is not accessed.
These messages are generated by tamper-resistant devices. The TTP redresses
the loss of the digital value in the interrupted exchange regardless of whether
the interruption was due to network trouble or malicious message termination.

In the Optimistic Fair Exchange Protocol, various digital items (e.g. digital
documents, digital signatures, and digital values) are exchanged without the

D. Hutter and M. Ullmann (Eds.): SPC 2005, LNCS 3450, pp. 18-30, 2005.
(© Springer-Verlag Berlin Heidelberg 2005
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TTP. The TTP resolves the conflict between the parties only if the exchange is
interrupted. Existing protocols based on this Optimistic Fair Exchange Protocol
[3,4,5] as well as the TIHF Protocol make it possible to exchange digital values
stored in smart cards. However, prior to the exchange, the parties must agree
on what digital values are to be exchanged; an external negotiation facility is
most often assumed to be used for this purpose. The use of this facility raises the
problem of ensuring that the results of the negotiation are accurately reflected
in the exchange process.

In this paper, we extend the TIHF Protocol to dispense with this external
negotiation facility. This protocol folds negotiation into the process. Therefore,
the results of the negotiation are always reflected in the exchange process.

In the extended TIHF Protocol, one user sends a proposal to many other
users that details her digital value but exchanges values with only one as follows.
First, the first user selects as her partner the user whose digital value is the
most desirable from among the many users who replied to her message. This
constitutes part of the exchange of digital values.

Once Alice selects Bob as her partner, the exchange process with all other
users is terminated. These users turn to the TTP to resolve the problem of the
termination of their digital value exchange. If there are many unselected users
and only one TTP, the TTP will be overwhelmed. Against this we envisage
multiple TTPs.

This paper is structured as follows: In Section 2, we explain the requirement
for smart cards used to store digital values and overview the TIHF Protocol.
We also describe our motivation in proposing the extended TIHF Protocol. In
Section 3, we describe some problems with the extend TIHF Protocol and their
solutions. Section 4 describes a smart card application that can generate the
messages for the extended TIHF Protocol and we show its processing time. The
results confirm the feasibility of the extended TIHF Protocol. Finally, we discuss
the security and TTP efficiency in the extended TIHF Protocol.

2 TIHF Protocol

A digital value is information representing a value, e.g., money or a ticket. Dig-
ital values must be protected from illegal acts such as copying, alteration, and
reproduction, a difficult task since they are transferred across public networks.
The token transfer protocol proposed in [9] can prevent those illegal acts. In this
protocol, an information token is used to manage the ownership of digital values.
A token represents the genuineness of a digital value and consists of some infor-
mation, e.g., the identity of its content, the identity of its issuer and the amount
of value. For example, consider an airline ticket for the Tokyo to Berlin flight on
5th January, 2005 and issued by the Japan Airline Company. The corresponding
token consists of the content ID, the SHA-1 hash value of this ticket description,
the issuer ID of Japan airline company, and the number of the ticket. Tokens
are stored in secure devices, e.g., smart cards, and transferred securely from one
secure device to another.
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Considering the exchange of tokens between Alice and Bob across the net-
work, it is impossible to transfer both tokens at the same time. Tokens are
transferred in turns as follows: First, Alice transfers her token to Bob. Next,
Bob transfers his token to Alice. In this case, Bob is able to receive Alice’s
token and then refuse to send his token. To avoid such unfair states, one so-
lution is to use the “TIHF Protocol[8]”, in which tokens stored in secure de-
vices are fairlly exchanged through the network using the Optimistic Fair Ex-
change Protocol[l,2,3]. In this section, we define notations used in this paper
and explain the requirements placed on secure devices as well as overviewing the
TIHF Protocol.

2.1 Notation

The notations used in this paper are defined as follow: A key pair used in a
public key encryption system is represented by (S, Py ), where Sy, is a secret key
and Py is the corresponding public key. (m)p, represents a message consisting
of the plain text m and its digital signature generated using S} corresponding to
Py, boolean = Vp, (s) represents the function to verify s = (m) p,, where boolean
represents binary values, i.e., true or false. digest = H(m) represents the hash
function H(-), e.g., SHA-1, used to generate the message digest of the plain text
m. Sentence P?X :Y represents the process X if the result of process P is true,
or else Y. ¢ represents NULL.

2.2 Smart Card

In the TIHF Protocol, secure devices, e.g., smart cards, are used for storing
tokens in order to avoid illegal acts. Since smart cards are used as the most
secure, compact and widespread device for implementing these secure devices,
in this paper, we implement an application on a smart card to check feasibility
of the TIHF Protocol. In this section, we explain the requirements placed on
the smart cards by the TIHF Protocol. A smart card has a CPU and a co-
processor as well as memories, e.g., EEPROM, RAM. The smart card can execute
various programs, e.g., to generate a message or to calculate a digital signature. A
smart card application consists of programs and data areas allocated in memory.
An application can communicate with external equipment, e.g., mobile phones
and PCs, receive a command message (command name, parameter), execute a
program corresponding to command name using parameter and send response
as the result of this process.
We must presume that the smart card fulfills the following requirements:

Tamper-Resistance. Smart cards have to be protected so that it is impossible
for any external equipment to read out or change secret data and programs
stored in the smart card.

Atomicity. All smart card programs have to correctly process all tasks or do
nothing.

Secure Issuance. Only an issuer trusted by all smart card holders is able to
construct and load a smart card application.
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If an application for the TTHF Protocol is executed on a smart card that meets
all these requirements, it will be possible to generate and verify signatures, or
store and remove tokens securely.

We note that existing smart cards have relative few computational resources,
e.g., CPU power, communication speed, memory size compared to PC’s. For
example, CPU clock speed is about 10MHz, EEPROM size is a few tens of
Kbytes, RAM size is a few Kbytes, and the communication speed with external
equipment ranges from a few Kbps to a few 100Kbps. Thus, to implement a
smart card application, we must consider these computational resource limits.

2.3 Protocol Overview

In this section, we explain how the TTHF Protocol exchanges tokens stored in
smart cards across a network. Figure 1 shows the system model considered here.
Each user has a smart card and a terminal. The TTP is the third party trusted
by all users and provides the service of resolving the conflict of interrupted
exchanges. These smart cards, terminals, and TTP run an application for the
TIHF Protocol.

We assume that user A and B exchange tokens. U(€ {A, B}) represents the
symbol that identifies the users who exchange tokens using the TIHF Protocol.
U represents the partner who exchanges tokens with U. U has the smart card
application Sy and the terminal application Ey. St is the TTP application. Sy
and Sp generate messages according to the TTHF Protocol. Ey is the follow-
ing application process: message generation using Sy, message transmission to
E, message reception from Ep, and confirmation of the received or sent mes-
sages for U. Sy has {U, (Sky, Pky), Cy, Pkx, Pkr}. St has {(Skr, Pkr), Pkx}.
(Sky, Pky) is the key pair of Sy. (Skr, Pkr) is the key pair of Sy. Cy is the
public key certificate issued by CA(Certificate Authority) who has the key pair
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Table 1. Processing Flow of the TIHF Protocol

Main Protocol

Stepl Sa generate r4
Sa— Sp ml (= (f))
Step2 SB remove 15
S — Sa m2 (= ((9)pkg,CB))
Step3 Sa (Vpkx (CB) & VPkB ((g)pkB))?ZeXit
remove 4
Sa— Sp m3 (= ((9)Pka,Ca))
Step4 SB (Vpkx (CA) & VpkA((g)pkA))?:eXit
store 74
Sp — Sa m4d (= (rg))
Step5 Sa H(rg(e m4)) = H(rg)(€ g)7:exit
store ip
Resolve Protocol (U € {4, B})
Step6 Su hold ¢
Sy — St m5 (= ((e,9) prv, Cu))
Step7 St (Vpkx (CU) & VpkU((e,g)pkU))? exit
d = search(g, o)
Sr—U m6 (= ((d,g)prr)
Step8 Su Vka((d7 g)ka)? exit

resolve g (d =' Abort'? store iy :store i)

(Skx, Pkx), where Cy = ((Pky)pry ). Su has Pkx to verify Cp; and has Pkr
to verify ((d,g)pk, ). St has Pkx to verify Cyp.

The TIHF Protocol is composed of the Main Protocol and the Resolve Pro-
tocol. The Main Protocol is used to exchange tokens stored in smart cards. The
Resolve Protocol is to resolve any conflict that arises. Table 1 shows the process-
ing flow of these protocols. ry represents the random number generated by U
o0 as to make the exchange transaction unique. f = (A4, B,i4,ip,74) represents
the offer which involves token i4 and ig by A. g = (4,44, B,ig,ra, H(rg)) rep-
resents the agreement on the exchange. Flag e represents the following role of the
user: ‘Originator’ represents the user who begins the exchange, i.e., generates
the offer. Recipient’ represents the partner of 'Originator’. Flag d represents
the result output by TTP in resolving the conflict: ’Commit’ represents the
fulfillment of the exchange. *Abort’ represents the cancellation of the exchange.

The Main Protocol is described below:

(Stepl) S, generates r4 and stores f(generate r4). Sa sends ml to Sp.

(Step2) Sp generates rp, makes i unavailable, and stores (g, rp) (remove ig).
Sp sends m2 to Sy4. It is impossible to calculate rg from H(rpg).

(Step3) S4 makes i4 unavailable and stores g(remove i4), where f € g. Sa
sends m3 to Sg.

(Step4) Sp stores i4 and removes (g,7p)(store i4), where g € m3. Sp sends
m4(=rg) to Sa.
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(Step5) S4 stores ip and removes g(store ig), where (H(rg)(€ g)) = H(rg(€
m4)).

The Resolve Protocol is described below:

(Step6) When the exchange using ¢ is interrupted, Sy makes g unavailable
(hold g) so as to prevent the reproduction of tokens after restarting the
interrupted exchange. Sy sends m5 to Sp.

(Step7) St decides the value of d according to the following rules
(d = search(g,0)).

If g is received from the recipient earlier than the originator, d = Abort.
If g is received from the originator earlier than the recipient, d = Commit.
St sends m6 to Sy.

(Step8) Sy stores the token according to d and removes the unavailable

g(resolve g).
If d = Abort, Sy stores iy.
If d = Commit, Sy stores ij.

The function search(g, o) computes d according to the following algorithm
using g and the historical data o :

search(g,0){ If (d,g) including the element g is found in o
d0 is equal to the element d of the found (d,g).
else
(e = Originator)?d0 = Commit : d0 = Abort
store (d0, g) into o
return do;

}

2.4 Motivation

It is necessary for the partners to complete their negotiation before commencing
the exchange[6, 7] as follows: In the negotiation, a user finds the partner whose
token is most desirable to the user. Once agreement is reached, the partners enter
the exchange phase. As one example, consider the Trading Framework proposed
in [7]. The Trading Framework is a generic exchange framework that cooperates
with an external negotiation facility.

Tokens used in the Trading Framework are exchanged indirectly through an
intermediate T'TP. In case of the TTHF Protocol, tokens are exchanged directly
between the partners without recourse to the intermediate TTP. The TTP in
TIHF Protocol is accessed only for conflict resolution. Since most exchanges can
be assumed to conclude successfully, the TIHF Protocol is cheaper.

In the TIHF Protocol, the extended negotiation facility is not assumed to
cooperate with the exchange protocol, although users must use the message
ml that is equal to the result of the negotiation. They may make a mistake
and use a different message from the result of the negotiation. If the TIHF
Protocol could allow negotiation to become part of the exchange process, the
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transaction between the negotiation and the exchange, which is to commence
the exchange using the negotiation result, is easily guaranteed since tokens are
always exchanged in combination with the negotiation in the unique sequence
established by the TIHF Protocol. For example, we assume that a user sends
an e-mail message proposing an exchange, e.g., ml, to many users and selects
as her partner the user whose token is the most desirable, e.g., m2. In this
case, the messages can be sent and received via a regular e-mail application.
In this paper, we propose an extended TIHF Protocol that allows the external
negotiation facility to be eliminated in order to ensure the validity of the trade.

3 Approach
This section describes the extended TIHF Protocol.

3.1 TIHF Protocol Extension

We assume that user A and N users Bi(k = 1..N) exchange tokens. v =
{A, Bi|k = 1...N} is the set of these users. U is a member of v. In this case, the
Main Protocol in the extended TTHF Protocol proceeds as follows:

A generates f and stores it in smart card S4. f contains no description of
partner B and his token i g. A sends m1 to multiple users who check m1 sent from
A. By, who wants to get i4 described in f makes his own token ip, unavailable.
By, sends m2y. A receives N m2; and checks them. A selects as the best user
B whose token is the most desirable. A sends m3 to B. A and B continue the
remaining steps from (Step4).

In this process, when U receives m1 or m2y, U checks them as follows:(1) U
checks whether the token described in f or in gy is desirable for U. (2) U checks
the validity of U using the public key certificate C. Therefore, m1 used in the
extended TIHF Protocol includes Cj4.

Tokens in this extended TIHF Protocol are determined using ml or m2,
not the external negotiation facility. Therefore, the following instances can in-
tentionally interrupt the Main Protocol during the negotiation process:

(a) A receives no agreement g because token i4 is not desirable to any user.
(b) A cannot select the best partner although A receives g because no token
described in gj is desirable for A.

These represent failure of the negotiation. In both cases, A simply removes f
stored in S4 since i4 now becomes available. In case (a), By, does nothing since
By, only read the message. However, in case (b), ip, is left unavailable because
By, doesn’t receive m3 from A but has already made ip, unavailable in sending
m2y. By makes ip, available again by following the same Resolve Protocol as
used by the original TTHF Protocol.

We assume that the TTP in the extended TIHF Protocol provides the fol-
lowing service: Cancel is provided to all unselected users. Redress is provided
to a pair of users, i.e., A and B, who commenced an exchange that was later
interrupted.
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If only one TTP is used, it would be overwhelmed by the many unselected
users. To avoid this problem, we consider that multiple TTPs are used for Can-
cel. If multiple TTPs are used, however, a pair of users can illegally reproduce
tokens by accessing different TTPs. We assume that A(originator), who received
m2y, uses TTP1 and B(recipient), who received m3, uses TT P2. TTP1 says
"Commit’ to A , TT P2 says 'Abort’ to B. As a result, token 74 disappears and
token ip doubles.

To prevent this malicious behavior, only one TTP should support Redress
while multiple TTPs can offer cancellation. Thus we add the following step: T’
is one of multiple TTPs. CA issues the public key certificates Cp for St.

(a) To prevent a conflict from being resolved by two TTPs, T is described in
gk by Bg. T is registered with smart card Sy in advance. The TTP verifies
that T' described in g is equal T in the Resolve Protocol.

(b) To prevent a conflict from being resolved by an uncertified TTP, Sy verifies
C'r issued by CA in the Resolve Protocol.

3.2 The Summary of the Protocol Flow

We provide a summary of the extended TIHF Protocol. We assume that user
A and N users Bi(k = 1...N) exchange tokens following the extended TIHF
Protocol. v = {A,Bglk = 1..N} is the set of these users. U is a member
of v. 7 = {Tylk = 1...M} is the set of M TTPs. T is a member of 7. CA
has two key pairs (Skx, Pkx) and (Sky, Pky). CA issues the public key cer-
tificates Cy = ((Pky)pry) for Sy and Cr = ((Pkr)pk,) for Sr. Sy has
{U, (Sky, Pky),Cuv, Pkx, (T, Pky)}, where T is the symbol to identify St used
in the Resolve Protocol and Pky is the public key needed to verify Cp. St has
{T, (Skr, Pkr),Cr, Pkx}. Pkx is the public key needed to verify Cy.

Table 2 shows the sequence of the extended TTHF Protocol. The following
messages are used in this flow: f=(A,i4,74), g = (T, A,i4, B,ip,, 74, H(rg,)),
where T'(€ gy) is the symbol identifying St used in the Resolve Protocol.

The sequence of the Main Protocol is described as follows:

(Stepl) S4 generates r4 and stores f(generate ra). Sa sends ml = (f,C4) to
By, where m1 contains C4.

(Stepl’) By checks iq and A with Cy verified by Sp,. If By doesn’t want to
get i 4, then By does nothing.

(Step2) Sp, generates rp,, makes ip, unavailable and stores (gg,7m,)
(remove ip, ). Sp, sends m2x = ((gk) Pkp, » CB,) to Sa. m3 includes T' used
in Resolve Protocol.

(Step2’) A checks ip, and By with Cp, verified by S4. If A cannot find the
best partner within N users Bj, whose token ip, is desirable for A, then A
removes f.

(Step3) S4 makes iy unavailable and stores gi(remove i4), where f € gi. Sa
sends m3 to Sp,.

(Step4) Sp, stores i, removes (gi, g, )(store i4), where g € m3. Sp, sends
md(=rp,) to Sa.
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Table 2. DVES processing flow

Main Protocol

Stepl (A enters i4.)
Sa generate r 4
SA—MSBK. ml (: (A/L'A,TA,CA))
Stepl’ SB, Vpkx (CA)?:eXit
(B checks Ca & ia. If NG, exit.)
Step2 (B enters ip,.)
SB remove ip,
Sp, — Sa m2k (= ((9x) Pk, CBy))
Step2’ Sa Vka (CBk)?:eXit
(A checks Cp, & ip, . If NG, exit.)
Step3 Sa Vpkg ((gk)pkB)?:eXit
remove 4
Sa—Sp,  m3 (= ((9r)Pra))
Step4 SB, Vek, ((gk) Py ) Trexit
store 74
Sp =S4 md (= (rp,))
Stepb Sa H(rp, (€ m4)) = H(rp,, )(€ gi)7:exit
store ip,
Resolve Protocol
Step6 (U enters gi.)
Su hold gy
Sy — St m5 (= ((, gr) Pry, CU))
Step7 St (Vpkx (CU) & VPkU ((6, gk)pkU )))? exit

d = search(gi, o)
St — Su mb6 (= ((d, g&) Py, C1))

Step8 Su Veky (C1)7: exit
(U checks Cr. If NG, exit.)
Sv VPkT((d, gk)ka))?: exit
resolve gi

(Step5) S stores ip, and removes g(store ig,), where H(rp, (€ md)) =
H(rp,)(€ gr)-

The sequence of the Resolve Protocol is as follows:

(Step6) Sy makes g; unavailable(hold gi). And Sy sends m5 to St described
in gg.
(StepT) St calculates d(= search(gx,o) and sends m6 to Sy.
(Step8) Sy stores tokens according the following rules and removes the un-
available gg.
If d="Commit’, Sy stores i.
If d="Abort’, Sy stores iy .
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4 Implementation

We implemented a smart card application for the extended TIHF Protocol and
measured its processing time in order to examine its performance and the feasi-
bility of the extended TIHF Protocol. We start by describing the specification of
the smart card application. Table 3 shows the system environment for the smart
card application.

The smart card application has ISO/IEC 7816-compliant files to store data
used in the extended TTHF Protocol. To access these files, it has ISO/IEC 7816-4-
compliant basic commands, e.g., Select File, Read Record, and additional com-
mands for the extended TIHF Protocol. To implement these additional com-
mands, we consider the following points:

(1) To reduce program size, we designed two generic commands that are used
in (Stepl), (Step2), and (Step8), which is to verify a public key certificate
and to get a public key certificate of the smart card.

(2) To reduce the communication time between the smart card and the terminal,
their messages are composed of minimum data without loss of security.

(3) To prevent irregular command sequences in case multiple commands are
executed in regular sequence, each command checks the status of smart card
application on RAM upon receipt of the message or sets it to RAM before
sending the message.

As the processing time, we used the period from when the terminal applica-
tion sent the message to this smart card application to when the application’s
reply was received. Table 4 shows the processing time in each steps. The results
confirm that it is possible to build all commands into one smart card and each
step in the extended TIHF Protocol are executed within 1 second using this
smart card.

5 Discussion

In [8], the original TIHF Protocol is shown to achieve security and efficiency
as follows: This security means preventing illegal acts, e.g., token copying, to-

Table 3. The system environment for the smart card application

IC Chip u-P Infineon SLE66CLX320P (15MHz)
RAM/ROM/EEPROM 1280 bytes / 128kbytes / 32kbytes
Crypto ECDSA(GF(2™)), SHA-1

R/W Gemplus GemPC430
Card side I/F ISO/IEC 7816 T=1 9600bps
PC side I/F USB1.1(Hi)

User Client CPU Intel Pentium3 866 MHz
OS Windows XP

R/W Driver API PC/SC v1.0
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Table 4. Smart card processes and times taken

Main Protocol Time (ms)
Stepl generate 74 355
Stepl’ Vpky (Ca)?:exit 593
Step2 remove g, 628
Step2’ Very (CB,, ) T:exit 593
Step3 Vekg ((gk) Prp ) T:exit, remove i 742
Step4 Veka ((gi) Py ) 7:exit, store 14 674
Stepb H(rg, (€ m4)) = H(rg, )(€ gr)?:exit, store ip, 102

Resolve Protocol
Step6 hold g 378
Step8 Veky (C1)7: exit 593

Vekr ((d, gk)ka))?: exit, resolve g 561

ken alteration, and token reproduction, and to exchange tokens without losing
fairness. Its efficiency is because the TTP is used only to resolve the conflicts
caused by exchange interruptions. The extended TIHF Protocol must offer equal
security and efficiency.

First we discuss the security of the extended TIHF Protocol. As described
in (Stepl), the originator broadcasts a message containing her token, i.e., i4, to
other. The following steps from (Step2) are the same as in the original TIHF
Protocol. Thus we discuss the impact on security of this extension.

By, is able to confirm Cy4 verified by Sp, upon receipt of ml in order to
prevent an exchange with A who has an invalid public key certificate, e.g., the
Term-of-validity has expired. However, a malicious user A’, can send ml’ =
((A,iar,m4/),C4) since everyone can obtain any public key certificates. Upon
receiving m1’, By thinks that A’ is A since he can verify Cs in m1’, and sends
m2;, to A’. It is impossible for A’ to generate m3 and mb corresponding to m1’
because A’ does not know A’s secret-key Sk4. By finds this out and enters the
cancel phase. While this spoofing attack cannot be prevented in the proposed
protocol, it does not weaken the security of the extended TTHF Protocol which
equals that of the original protocol. Note that the extended TIHF Protocol
has no problem in guaranteeing that the result of the negotiation is accurately
reflected in the exchange process.

We next turn to efficiency. The Main Protocol of the extended TIHF Protocol
is interrupted by negotiation failure in addition to the accidents possible in the
TIHF Protocol. Negotiation failure is caused inevitable when multiple parties
reply to the first message, while exchange interruption is caused only occasion-
ally. Multiple TTPs are needed to provide the cancel service to unselected users.
As a result, the extended TIHF Protocol has decreased efficiency in terms of the
number of TTPs in comparison with the original TIHF Protocol.

To resolve this problem, our idea is that unselected users Bys cancel the
exchange using the cancel message sent from A at Step 4 instead of using the
TTP. If this cancel message is not received from A, Bjs cancels the exchange
using the TTP. This greatly reduces the frequency with which TTP is used. For
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example, By receives m3 from A at Step 4 and stores her own token ip, upon
satisfying the following conditions:

(1) the signature (gx)pr, of m3 is verified successfully,
(2) f=(A,ia,rl) of ml received at Step 2 is equal to (4,i4,r1l) of m3,
(3) her user ID B is not equal to (B) of m3.

Message m3 acts as the guarantee of the cancellation for unselected users as
well as the agreement of the exchange for the pair of selected users. As a result,
we can realize the extended TIHF Protocol which offers high efficiency.

6 Conclusion

In this paper, we proposed the extended TIHF Protocol with the goal of combin-
ing negotiation with the token exchange. We also wrote a smart card application
that realized the extended TIHF Protocol and measured its processing time on a
regular smart card. We confirmed the feasibility of the extended TITHF Protocol
since the smart card application was able to generate each message used in the
extended TIHF Protocol within 1 second.

In the proposed protocol, a user broadcasts an offer and selects as her partner
the user with the best response. Since their message constitute part of the token
exchange process, only 4 message exchanges are needed to conclude the exchange,
the same as in the original TTHF protocol. Note that no external negotiation
facility is needed. Since only one of the responders while be accepted, there may
be many rejected suitors, all of whom must initiate the cancel process with the
TTP. We offset the overhead by assuming the use of multiple TTPs for this
purpose.

In this paper, we did not describe how to select the best partner and a future
goal is to realize a system for selecting the best user. We will also consider P2P
auction protocols to exchange digital values using the extended TTHF Protocol.
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Abstract. We present a set of process patterns that can be used to as a
systematic way of analysing security requirements in a novel domain, taking
ubiquitous healthcare as an example.
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1 Background

Conventional computer technology designed for office use is inadequate for use in a
hospital setting. Characteristics of medical work are fundamentally different from
those of typical office work [Bardram 2003]: extreme mobility, ad hoc collaboration,
interruptions, high degree of communication, etc. In a hospital setting, pervasive
computing elements will be embedded in things such as instruments, tablet blister
packs, bottles, wheelchairs, badges and staff uniforms. Security is a difficult issue in
current healthcare systems, e.g. [Anderson 1996a, Anderson 1996b, Vaclav 1998],
and traditional security models are very hard to apply to the new kinds of pervasive
systems. Worse, for pervasive healthcare systems it is not yet clear what the security
requirements even are.

When such systems become established we will be faced with all the old problems
of traditional IT systems, plus many more due to the characteristics of ubiquitous
computing (pervasive access, wireless communications, significant mobility, etc).
What should the security requirements be for such systems? How should a healthcare
system designer go about determining such requirements? We do not know: there is
no systematic approach or guidelines to tackle the pressing concerns for healthcare
systems incorporating pervasive technologies.

We propose the use of process patterns to guide the elicitation of new security
requirements of novel pervasive computing application domains. We have developed
useful patterns and anti-patterns that characterise issues, problems and some policy
strategies, in a manner inspired by software engineering patterns work. Several such
patterns are presented in this paper.

2 A Way Forward - Process Patterns

Patterns [Alexander et al. 1977] capture expert knowledge about commonly occurring
problems and situations, and their solutions, expressed in ways that (should) assist
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less experienced users to solve problems. As such, individual patterns may
sometimes appear relatively banal, especially to those expert users. However, the
purpose of patterns is to codify good engineering experience, and the cumulative
effect of a whole Pattern Language can exceed the sum of its individual patterns.

Patterns are used in software engineering to document and promote best practice,
and to share expertise. Existing patterns cover a range of issues, from coding
standards [Beck 1997], through program design [Gamma et al. 1995], to domain
analysis [Fowler 1997] and formal specification [Stepney et al, 2003], and meta-
concerns such as team structures and project management [Coplien 1995]. The
pattern concept has been extended with antipatterns, illustrating developmental
pitfalls and their avoidance or recovery [Brown et al. 1998].

Our eventual goal here is the creation of a catalogue of specific policy requirement
patterns for ubiquitous systems. System developers would browse such a catalogue to
determine which patterns were suited to their particular needs. Suitable patterns could
then simply be incorporated into security policies. The catalogue could be viewed as
an analogue of the security patterns catalogue from the Open Group [Open Group
2002], but addressing higher level (policy) concerns.

However, much work is needed before such a catalogue of specific patterns can
even be started. There are no available patterns for security requirements, and little in
the way of security requirements for ubiquitous healthcare systems. The state of
practice is that we do not yet know what the regularly occurring problems are, let
alone their solutions. A catalogue today could provide patterns that are only
provisional solutions (at a policy/requirements level) to problems we believe will
occur. Also, whatever security catalogue becomes available, new systems will
inevitably raise concerns that are not covered by it. What then should developers do?
Can we help them to create new requirements and requirements patterns? What is
needed now is a process for creating the catalogue in the first instance: process
patterns for eliciting novel requirements.

We have developed an initial version of such a process pattern catalogue. The
patterns it includes should be useful not only in the ubiquitous healthcare domain, but
in a wider set of novel application domains. Indeed, the generation of this catalogue
itself is a novel domain, and the patterns can be used at a meta-level: we applied the
patterns we were developing to their own development.

Here we present an outline of some of the patterns in our catalogue that are most
specific to ubiquitous healthcare, and how we applied them, both to get more specific
patterns, and in the generation of the process patterns themselves. The full catalogue
can be found in [Liu 2004].

3 Structure of the Patterns

Each pattern given in the text below is presented in a common four-part structure:

Name. This provides an easily remembered and intuitive name for the pattern.
Intent. A summary of what the pattern provides, what task it aims to facilitate.
Motivation. A brief rationale for why the pattern is needed.

e Solution. This provides a description of how the intent of the pattern can be
realised. There may be several such solutions.
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In the text below each major pattern is presented in a section on its own, with the
name of the pattern indicated in the section header in quotes. The first such pattern is
the “Getting Started” Pattern.

4 “Getting Started” Pattern

Intent
To get started in an unfamiliar domain, where requirements are not fully understood.

Motivation

Security is a difficult issue in current healthcare systems; the security issues emerging
from pervasive computing will be even more complicated and unpredictable. We
have no systematic approach or guidelines to tackle the such systems. However, we
do have some generic requirements elicitation techniques at our disposal that should
be part of any requirements elicitation process.

Solution1: Literature review. Get up to speed by reading the existing literature.

Solution2: Stakeholder interview. Use the classic requirements elicitation
technique of identifying and interviewing all the relevant stakeholders.

Solution3: Security experts. Discuss requirements with general security experts, to
get overall requirements for secure systems, in order to adapt them to the specific
domain.

Solution 4: Brainstorms. This potentially very useful technique can help to
highlight big issues and requirements arising from the earlier reviews and discussions.
It can also identify issues missed or not in the scope of other techniques.

Solution 5: Scenarios are an important classic technique, and form a specific process
pattern of their own (see later).

Origin and Application of the “Getting Started” Pattern

Literature review. The current literature highlights ubiquitous healthcare
environments comprising a mixture of participants, including people, devices, other
infrastructure etc. The distinction between people and devices is somewhat blurred,
with some similarities between device and personal concepts. This suggests that a
deliberate blurring of the two could provide inspiration for pattern generation
operated by equating analogous concepts between the two domains. If we have a
requirement for one this immediately suggests a possible requirement for the other.
This eventually led to formulation of the “Devices are People too” pattern.

Stakeholder interviews. We interviewed two senior Hospital staff responsible for
security issues of the current IT systems. Various security issues were raised during
this meeting. Of particular note was the “erroneous mapping” issue between the
virtual (computer) model of the system and what is actually happening in the real



34 Y. Liu, J.A. Clark, and S. Stepney

physical world. This led us to consider a much more general issue of mapping
between the two worlds, and to the “Model out of sync” antipattern.

Security issues of portable devices is another point exposed by this interview. The
security requirements of the mixture of participants involved in ubiquitous healthcare
environment are major concerns, especially embedded devices with sensors that may
exchange information with other agents (people or devices). The security
requirements of devices need to be considered as analogous to those of people,
incorporated into “Devices are People too”.

Security expert discussions. For this research, two of the authors who had extensive
experience of industrial security (Clark and Stepney) acted as the security experts.
The literature survey highlighted the importance of privacy as an issue. Agents in
ubiquitous systems require privacy, but also want services to be provided. There are
obvious conflicts to be addressed. We chose to consider conflicting goals of a service
requester and those of a service provider under a variety of different scenarios (not
discussed further in this paper; see [Liu 2004] for details).

Brainstorms. We know that all stakeholders should be able to “buy in” to ubiquitous
system policies and should be treated appropriately. So we considered some specific
requirements, and asked what would happen if we replaced the stakeholder subject to
it by another. We used this to help generate “Substitution” as a means of generating
new requirements from old. In those cases where substitution does produce a further
acceptable requirement, then the old and new requirements can be regarded as
specific instances of a higher level one. We wused this to help generate
“Generalisation”, to create a more widely applicable or abstract version of a specific
requirement.

5 “Build Scenario” Pattern

Intent
To systematically identify the situations an agent will find itself in and consider the
security issues that apply.

Motivation

Determining requirements is hard. Often important requirements are missed or are
inaccurate. It is very easy to miss subtleties that apply to specific circumstances (or
even appreciate what special circumstances there are — see “Consider Modes”)

Experience is a great educator: one of the best ways to appreciate a need is to be
faced with that need. We need to pre-empt the experience we will have when the
system is built.

In normal requirements engineering, a scenario can be used to capture a particular
transaction in a concrete way (and then be abstracted to a more general Use Case
[Cockburn 2001] [Adolph er al 2003], for example). Traditional Use Case scenarios
tend to focus on functionality, but scenarios are also excellent ways to focus attention
on non-functional issues, such as security [19]. Scenarios allow us to ‘walk through’
situations that an agent may encounter, at early stages in the requirements process.



“Devices Are People Too” Using Process Patterns to Elicit Security Requirements 35

On walking through situations, we can see what encounters are generated, and so can
consider what we need to do in those circumstances.

For many agents in the system we can develop a scenario of the whole of their
activity over time, not just a single transaction. Thus, the working life of a person is a
scenario, with an entry point (a nurse joins the hospital), a middle (a series of working
days which may involve significant repetition) and an end (the nurse leaves the
hospital). And if a nurse has a lifetime-scenario, then so does a scalpel, or a broom,
or indeed any other device. The scenario allows us to consider the circumstances
agents will find themselves in over various timescales.

This pattern prompts the security analyst to systematically consider situations
otherwise neglected. The lifetime of an agent can be viewed as a series of internal
actions and interactions with other agents. Interactions take place via protocols. By
exploring the life of an agent through a scenario we are prompted to consider the
agents it comes into contact with, and in which contexts, and to consider the security
issues that arise.

Solution

Build scenarios by tracing through the activities of an agent over time. The scenarios
represent the operational contexts for an agent. Use the scenarios as prompts to
discover the situations an agent will encounter, and so increase the chances of
completeness in requirements.

Step 1. Simple scenario. Identify a feasible series of actions over an appropriate
timescale. This may be the steps in a procedure, or the whole lifetime of an agent.
Identify the agents one encounters, together with any possible interactions between
those agents and the agent in question. Identify any locations entered and boundaries
that are crossed and consider any security issues that arise.

Step 2. Fully moded scenario. Using “Consider Modes”, produce a whole lifecycle
of an agent (person or device), and generate various modes that happen in each stage.

Step 3. Analogous scenarios. Using the various “Analogy” patterns (“Analogy”,
“Substitution”, “Generalisation”, “Specialisation”, “Devices are People too”), form
other related scenarios to generate further requirements, by considering analogous
lifecycle events of any device or any person.

Origin and Application of the “Scenario” Pattern

After brainstorming, we chose to apply the Scenario pattern to “A day in the life of a
SmartBroom” — a mundane device that might be used in new ways once made
“smart”, and hence lead to new security requirements.

Step 1. Simple scenario

A broom starts its day in the cupboard, is taken out, is used to sweep a variety of
floors, is cleaned at some point, and is eventually returned to the cupboard to await
use again. Its locations are restricted (a ward broom should not be used to sweep the
garden, or an operating theatre, to avoid spread of material and infectious agents).
Tracing the location of a device as it proceeds through its day is useful.



36 Y. Liu, J.A. Clark, and S. Stepney

For safety reasons, access control is an important issue (this SmartBroom is an
expensive and powerful device): we must guarantee that a broom can be accessed
only by legitimate users. Identification, Authorisation and Authentication need to be
considered: who is participating in this scenario (e.g. cleaners, brooms, other staff,
devices nearby, cupboards/storerooms, rooms/corridors)? Who may open a cupboard
and take a broom out? When can it be taken out? And what protocols are needed?

The broom must be used only in places authorised by the security policy. The
policy should cover aspects such as: where this broom is allowed to clean; how the
broom is allowed to move from one place to another; what it is allowed to remember
of the places it is near or passes through; and whether it is allowed to tell other agents
(people or devices) where it is or has been, etc. We may wish to restrict the places a
broom may be used: a general ward broom should not be used to sweep the garden,
or a sterile operating theatre.  Thus, there needs to be an enforceable policy of
restricted use. We must be careful in how we partition space in the hospital and what
restrictions we impose. There is little point in authorising a broom for use in a
particular room, but denying it access to the corridors by which that room is reached
from the storage cupboard!

We might specify whatever policy we might wish to hold, but this will need to be
enforced. In some cases there may be a direct and clear implementation of policy: if a
cleaner is not authorised to access a storeroom, then the room may simply remain
electronically locked. In others, some rectifying action must be taken. A broom will
generally be unable to prevent itself being moved by a cleaner through an
unauthorised corridor. In such circumstances we might require some notification be
generated, with an expectation of action. For example, a talking broom might inform
its user that a security breach has occurred, or the environment might detect the
breach and sound an alarm. Such considerations lead to the development of the more
general “Alarms and Emergencies”; other considerations during this phase of the
scenario lead to input to “Conflict Resolution” (Liu 2004).

What happens to the internal state of a broom when it is returned to storage.
Should its current working memory be erased? It may be appropriate to break any
association established earlier with a particular cleaner, but what happens to the
history of its day? The latter question was sparked by use of “Devices are People
too”: memory is one of the concepts subject to that analogy. It reminded us that
there are potential “device privacy” implications from day-to-day historical
information. Issues of memory must be considered when brooms and other items of
equipment are disposed of, leading into the “fully moded scenario”.

Step 2. Fully moded scenario
A device may have many modes: maintenance mode, emergency mode, work/stand
by mode, normal/abnormal mode, etc. A patient may have chronic disease/acute
disease mode, in hospital/at home mode, etc. A doctor may have work/holiday mode,
day/night mode, weekday/weekend/bank holiday mode, full-time/part-time/retired
mode etc.

Scenarios occurring in the hospital exhibit various timescales. Some situations
happen over a lifetime (e.g. the lifetime of devices or patients). Some situations
happen in a day (e.g. family visitors coming to visit patients, emergency
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circumstance). Even so, we can discover common features. For example, we may
find many situations that are repeated (e.g. multiple entries of a patient to hospital, a
broom repeatedly taken out to clean the floor and taken back after use). These
patterns give us clues to help build up a suite of temporal modes for all agents.

Step 3. Analogous scenarios
By analogy to devices, nurses, doctors, patients might be tracked over time. What
does a nurse do during the day? Where do they visit? Thus, a nurse will come into
the hospital, change into uniform, look through patients’ records, prepare tablets and
injections for patients, go to see patients in the wards, and routinely record what
things happen. If a general device is attached to a nurse, should it be allowed to
announce its location? In the extreme circumstance, if a nurse is attending a sensitive
patient (e.g. a famous patient or an HIV patient), devices attached to them might be
required not to announce location, except to specific requestors. The lifecycle of a
nurse can be “Substituted” by the lifecycle of a consultant to see what happens, and
what new requirements emerge.

Such considerations helped us to develop “Analogy” and its raft of specialisations.

6 “Consider Modes” Pattern

Intent
To systematically generate and consider relevant modes of system use.

Motivation

It would be convenient if our security requirements were simple and our systems
obeyed a one-size-fits-all philosophy. However, circumstances change, and our
requirements may change with them, subtly, or in major ways. For example, we may
prohibit the use of fire exits in normal usage, but certainly wish to allow their use in
times of fire. Similarly, night-time operations may have different requirements from
day-time operations. Once such varying circumstances and qualifiers have been
identified, we can consider whether policy refinements are needed in their context.
However, identifying such circumstances is not easy. Moding has been found to be a
useful concept in the safety domain. This pattern provides a process to prompt us to
systematically generate and consider relevant circumstances.

Solution
Four classes of abstract qualifier are particularly useful: time-scale mode, spatial
mode, event/circumstance mode, and attributes mode.

e When a requirement is generated for one component of a mode (usually “normal
operation”, such as “daytime” or “on ward”), systematically ask questions of all the
other mode components.

e When a new mode is discovered, generate all the mode components for it, and add
them to this Consider Modes catalogue

Time-scale mode. A variety of temporal modes can be determined by calendar
perspective, people perspective, and devices perspective.
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e Calendar perspective: day (day/night, morning/afternoon/evening/night), week
(weekday/weekend, specific days of week), month, season, calendar year, financial
year (special last month of financial year), other kinds of years (tax, academic etc.)

e People perspective: (a) staff: on-shift/off-shift/break, holiday/at work, healthy/off
sick, full-time/part-time/retired; (b) patients: short-term/long-term stay, etc.

e Devices perspective: (Analogise the people perspective) time modes for devices
might be include shutdown/hibernation/at  work/stand by, normal
operation/abnormal operation, maintenance/upgrade/emergency, and full-time/part-
time/disposed.

Spatial mode. A hospital can be partitioned by location in a variety of ways:
partition by location type (such as cupboard, operating theatre, wards or corridors);
partition by floor (basement, ground, first floor etc.); inside the hospital building,
outside the hospital buildings (in the grounds) etc.

Event/circumstance mode. This mode relates to operational events/circumstances.
Thus, we may identify a normal mode of operation. This reflects perhaps the most
common set of circumstances. (In Use Cases normal operation would be reflected in
the normal flow of events.) However, sometimes things deviate from such normality.
For example, we can identify two sorts of emergency. There may be an externally
generated emergency, such a major rail accident; such circumstances are fortunately
not normal, but hospitals must nevertheless be prepared for their occurrence. An
internally generated emergency would be a fire in the hospital. These two different
classes of emergency must obviously be dealt with in different ways, and give rise to
different security requirements.

Furthermore, circumstances can be considered on a loading axis: very busy (e.g.
train accident), busy (e.g. regular peak time loading), not so busy (e.g. normal
operation) etc.

Attributes mode. Different system components and stakeholders need to be treated
in different ways according to particular attributes they possess. Requirements may be
partitioned according to the attributes of each agent.

The most obvious attribute is role. Medical staff will be able to access data that
patients should not. More generally, the actual role played by stakeholder will
determine the rights and constraints that should be applied to them.

Other attributes might be used for making distinctions. A device may be mobile or
immobile. It may be easy to casually steal a mobile device (such as a PDA), but
stealing a scanning machine weighing several tonnes and fixed to the floor is a
different prospect. One might wish to permit free communication (e.g. with respect to
giving away location information) with immobile devices on account of this.

Different values of scalar attributes of a system may act as a cause for
discrimination. Thus, we might consider agents with different physical attributes
(such as size, weight or shape) differently. Non-physical attributes such as cost of
replacement may also be relevant.
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Origin and Application of the “Consider Modes” Pattern

The recognition of the modal nature of the “in cupboard/in use” part of the
SmartBroom scenario sparked a Generalisation, which led us to develop the
“Consider Modes” pattern, and many of its examples, in parallel with developing the
Scenario pattern instance. This led us to generalise the scenario pattern to include a
“fully moded scenario” step.

7 ‘‘Analogise’ Pattern

Intent
To elicit and derive requirements for some agents and circumstances by analogy with
requirements for other, analogous, agents and circumstances.

Motivation
Analogy has been found to be a great tool in the history of thinking [18]. The process
is not generally subject to automation and so requires imagination. Thus, revisiting
some security requirements elements but choosing to ‘wear a different hat’ forces the
analyst to consider whether analogous concepts exist. This is a generally applicable
pattern. We can apply it to specific technical requirements patterns for the system or
to patterns for generating patterns etc.

Ubiquitous healthcare environments will comprise a mixture of agents. These may
be people, infrastructure or mobile devices. We explicitly construct a variety of
analogies between these classes of agents.

Solution
The solution can be at a very high level of abstraction. It reduces to taking a concept
from one area of investigation and reinterpreting it in another situation.

In practice, more specific instances of this pattern are used, where we draw
analogies between various classes of people and devices, taking characteristics of one
and interpreting them for the other. We do not expect every application of the pattern
to result in new requirements — some analogies simply do not hold — but we do expect
the systematic application to throw up new and unexpected considerations in many
cases.

“Substitute X with Y” systematically reinterprets requirements when one class of
agent is substituted for another (for example, “consultant” for “nurse”). “Specialise”
is an example of “Substitute”, where Y is more specific than X, to check that a
general requirement makes sense in specific cases. (“All devices shall announce their
location when queried; specialise “device” to “dangerous drug bottle” and reanalyse.)
“Generalise” is an example of Substitute, where Y is more general than X , to
investigate if a more generic requirement can be formulated. And if X corresponds to
people, and Y to devices, we get “Devices are People too”, expanded below.
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Origin and Application of the “Analogise” Pattern and Its Specialisations

We formulated “Analogise” very early on, since analogy is such a useful tool, then
developed the particular specialisations subsequently. These patterns formed an
important part of the process of deriving the other process patterns, by deliberately
applying them to the patterns themselves. For example, “Consider Modes” was
generated by application of “Generalise” to the modes discovered in the SmartBroom
“Scenario” instance.

8 “Devices Are People Too” Pattern

Intent
Apply “Substitution”, with X =people, Y = devices.

Motivation

In ubiquitous healthcare systems the distinction between people and devices is blurred
(for example, we may often take the presence of one as indication of the presence of
the other). We may be able to take advantage of this. We have well-established
notions of what people want to maintain in terms of their personal well-being, but we
have far less idea of what should be the well-being of a device or infrastructure
component. If the distinction between people and computational facilities/devices is
becoming blurred, perhaps we should consider how requirements established for one
apply to the other.

For example, a requirement for a person to undergo a health check can translate to
a requirement for a device to undergo a maintenance check (e.g. to calibrate an
instrument). Although this may seem a little odd at first sight, it can have useful
consequences. For example, we might not otherwise consider aspects such as the
‘privacy’ of a device, which has interesting interpretations.

By analogy with people, security issues can be identified for devices (e.g. trays,
brushes, scalpels, tablets) in various situations. The application of such analogy
patterns allows the early generation of ideas and requirements. The earlier such
ideas/requirements are generated the better. (Some such ideas can also be generated
by the application of other patterns.)

Solution

Starting with an assertion such as “Devices are people too” or “People are devices
too”, we define requirements for one, and then reinterpret these for the other. Some
analogies may be more natural than others. The analyst is free to reject any that seem
inappropriate. We simply wish to generate ideas for consideration.

In daily life, people have basic needs (e.g. food, sleep, privacy, health etc.). Using
the analogy “Devices are people too” we can consider the corresponding needs of
devices (e.g. power, maintenance, upgrade, security policy, privacy, input or output,
communication with people etc.).

The table below captures some analogous concepts between people and devices.
Some concepts have direct interpretations, e.g., memory (though it is perhaps easier to
upgrade a devices memory!). Others are clear with re-interpretation, e.g. sleeping and
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standby operations (some devices are even described as being in sleep or power
saving mode). There is also a clear analogy between training/retraining and
maintenance upgrades. One can also generate analogies between the various forms of
audit activities, e.g. health checks.

Person Device

Food Energy

Sleep Stand-by

Training Upgrade/maintenance
Holiday Shutdown/hibernation
Audit Audit
Communication Communication
Privacy Privacy

Well-being Health

When applying analogy, we must think about what the devices really need, what
happens if devices go wrong, what kinds of granularity are appropriate, what would
happen if we upgrade the device to a new version, or we reconfigure the devices, or
whatever. For example, at intervals, medical staff need to be retrained; by analogy,
we might consider that it is essential to update or upgrade the devices.

Origin and Application of the “Devices Are People Too’’ Pattern

We are used to considering security issues such as confidentiality for patients, but is
there a corresponding notion for devices? By analogy with patient privacy, we look
for some privacy policy for devices (e.g. trays, rooms, brooms, tablets). Suppose a
SmartBroom is to be used only to sweep an HIV patient’s room. If this broom is
tracked by other things (people or devices) without legitimate privilege, its ‘privacy’
would be leaked, and it might be possible to link it with other things (e.g. location,
room number and patient in that room). Thus, by considering the need for privacy of
a broom, we have helped maintain the privacy of a person. The usefulness of an
analogy is determined by the eventual results of generating it. People might say that
the whole concept of device privacy is nonsense; this is in fact a minor concern.
However, by simply considering the analogy we have generated new concerns that
must be dealt with. The analogy can serve a purpose simply by prompting new
questions.

Take another security requirement such as “The location of nurses shall be
determinable only by agents with appropriate authority.” What about devices?
Should access to device location be similarly constrained? We could ask “What is the
reason for the requirement?” There may appear to be good personal safety reasons
why nurses would not wish to disclose their location in various circumstances. Are
there circumstances where devices should be similarly ‘concerned’ for their own
‘safety’?  Drug addicts might have designs on dangerous drugs bottles. More
generally, if a device has high value then thieves might wish to obtain its precise
location in order to steal it. So here we see how a reinterpretation of the concept of
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‘personal safety’ for devices sparks considerations from which new requirements
inevitably occur.

Here we might also investigate the privacy angle? If we are constrained in our
ability to track a nurse but have free access to where their Personal Digital Assistant
is, then (for many hours of the day at least) we do in fact know where they are. Thus
we are prompted to consider the privacy aspects of devices and people together.

“Devices are People too” arose early in “Brainstorming”, and was later
formalised as a pattern. Concepts of device privacy led to several of the more specific
patterns such as “Conflict Resolution” (Liu 2004).

9 “Model Out of Sync”’ Anti-pattern

Intent
To investigate the link between the computer model and reality by applying the notion
of “Devices are People too” and “Consider Modes”.

“Devices are people too” leads to consideration of incorrect links between the
physical device and its model. “Consider modes” leads to consideration of the times
of establishing and breaking the links.

Problem

A real world agent (person or device) is generally represented in the computer by
some model of that agent, and the model is updated by sensing attributes of the real-
world agent (possibly indirectly by sensing some attached fagging device). It is
possible for the real world and the model to get out of synchronisation, for a variety of
reasons. (See also [Jackson 2001, chapter 7]). This can potentially lead to severe
problems.

We might evaluate the model status of a tag in order to deduce the real world status
of an agent. We want the location of the person; we measure the location of their tag;
we assume these are strongly linked, that we can take the tag to be a proxy for the
person. If the link between tag and agent is broken (e.g. sensor removal), or the
mapping between real world and model is wrong, then we get a mistaken view of the
status of the real world.

Causes of Real World out of Sync with Model

Erroneous Linking Assumption
The link between what is measured in the real world and what is deduced about the
real world from that measurement might be incorrect.

The location of an agent is not necessarily equal to the location of its tag. A person
might accidentally mislay their badge, or deliberately remove it because they do not
want anybody know where they are. The assumption “real world location of X’s tag
equals real world location of X” does not necessarily hold.

This is a particular example of a more general problem. Consider the example of
monitoring the tablets a patient takes by tagging each strip of tablets so that the
removal of a tablet can be sensed. If a tablet is removed from the strip, we might
assume that the tablet is consumed by the patient. However, a patient might remove
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the tablet, but then throw it away, or give it to another patient to consume. The
assumption “tablets removed from X’s strip” does not necessarily imply “tablets
consumed by X

Erroneous Mapping

What is measured in the real world might be incorrect. Even if the modelling
assumptions are correct, it is possible for software or physical problems to cause the
mapping between the model and the real world to drift out of sync. For example, a
sensor might not sense its location correctly, due to low power, a software glitch, or
communications interference. So we get the erroneous mapping between the sensor
and the real world. The assumption “reported location of X equals real world location
of X”” does not necessarily hold.

Solution
There are several ways to bring the model and the real world back in synch.

Step 1: Identify linking assumptions

Identify the linking assumptions and the reasons for these linkings. Often it is not
possible to guarantee these assumptions (how would you guarantee a member of staff
did not remove their tag?), and so techniques to resync the model in the case of the
identified assumptions not holding need to be designed.

Step 2: Analyse how links might break

In order to design a suitable resyncing strategy, we need to know how likely the link
breakage is to occur, and what the consequences of such a break are. Infrequent low-
consequence occurrences will have different recovery mechanisms from high-
frequency high-consequence ones. For example, we might have information
concerning how often tablets are removed but not consumed, whether this happens
accidentally or deliberately, and what the consequences are if it happens.

Step 3a: Choose Calibration and Testing

While the model is running, it can be tested and calibrated it in order to find problems
(e.g. wrong data, erroneous mapping). The “Consider Modes” pattern suggests use
of the maintenance mode to ensure the normal status and keep the system workable.
If we test or calibrate the model frequently, it is much easier to find the mismatching
or the wrong mapping between the model and the real world. Step 2 gives input to
how frequently this needs to be done in each case.

Step 3b: Chose Redundancy

Redundant sensing (multiple sensors) can be used to make the links stronger, and
reduce the possibility of errors. In the tablets example, for high-consequence cases, it
would be reasonable for a nurse to watch the patient taking tablets rather than leave the
patient alone, to ensure that the tablets are consumed, and hence ensure the link is not
broken. Again, Step 2 gives input to how much redundancy is appropriate in each case

Origin and Application of the “Model Out of Sync” Anti-pattern

In our discussions with the Health officials, it became clear that their current major
concern is the difficulty of keeping the computer-based patient records up-to-date,
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since the current state of the art data entry is nowhere near as immediate as pen and
paper note taking. We formalised this into a pattern, then applied “People are
Devices too” and “Consider Modes” to generate the “Model out of sync” pattern.

10 Meta-patterns

One of the most interesting parts of this work was how it was possible to apply these
process patterns to the process of generating the patterns themselves. This has
convinced us that the patterns are more widely applicable that just to pervasive
healthcare, or even just to the pervasive computing domain.

11 Discussion and Conclusion

We have provided an account of several process patterns for eliciting security
requirements in novel domains, and of how the actual patterns were developed. Some
of the patterns are very abstract and so find wide applicability. Thus,
“Generalisation” and “Specialisation” are two crucial, but very general, thinking
tools. One might argue that we should not be surprised that such patterns can be
applied. However, we find that the deliberate application of such patterns brings
useful results.

An informal appreciation of the blurring in healthcare systems (and pervasive
system generally) of the distinction between devices and people led directly to
“People are Devices too”. Applying “Generalisation” to this allowed it to be seen
as a particular instance of “Analogy”. Applying “Analogy” and its specialisations to
requirements can be a useful way of generating new particular requirements, and also
a good way of ‘sanity checking’ requirements of supposed general applicability.

The “Day in the life of a SmartBroom” work provided valuable insights in itself,
and when subject to “Generalisation” led to the creation of “Build Scenario”, which
is highly flexible and can be instantiated as required. (Of course, we have
simultaneously generalised away from broom, to device, to agent).

We believe “Consider Modes” and “Devices are People too” to be the patterns
most valuable for ubiquitous systems. This work demonstrates that applying process
patterns to generate new requirements patterns has considerable promise.
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Securing the operation of ad hoc networking protocols is a multifaceted and com-
plex problem that poses new and unique challenges. All network nodes constitute
a self-organizing infrastructure, while operating in an inherently unreliable and
insecure environment. The boundaries of an ad hoc network are blurred, if not
inexistent, and its membership may frequently change. Without security mea-
sures, attackers have ample opportunity to control, disrupt, and degrade the
services or even disable communications of other users. As a result, applications
based on the ad hoc networking technology cannot proliferate, unless such vul-
nerabilities are eradicated. For example, search-and-rescue, law enforcement, or
battlefield networks must guarantee secure and reliable communication, even if a
significant fraction of the network nodes are disabled or controlled by an adver-
sary. Similarly, users will not enable their portable devices to join and form ad
hoc networks, unless access to the sought services is protected from compromise.
This talk discusses threats and security measures, focusing on a comprehensive
solution for secure and fault-tolerant communication in ad hoc networks. We
discuss our design of a protocol suite that addresses the security of the route
discovery and the security of the data transmission in ad hoc networks. The pre-
sented material reflects on-going research, as well as research conducted over the
past four years at Cornell University under the supervision of Prof. Z. J. Haas.

The security of the route discovery ensures desired properties for the discov-
ered routes, which must be up-to-date and reflect factual network connectivity
in spite of active adversarial disruptions. The Secure Routing Protocol (SRP)
is a reactive routing protocol suitable for a broad range of MANETS, operating
in an end-to-end manner without restrictive assumptions on network trust and
security associations. Low route discovery delay with low network and process-
ing overhead can be achieved, even when a significant fraction of the network
nodes disrupt the route discovery. To broaden the scope of secure routing, two
alternative secure routing protocols were designed: SRP-DV, which performs a
secure distance-vector-like discovery, and SRP-QoS, which ensures the accuracy
of the metric(s) provided by a Quality-of-Service (QoS) aware route discovery.

The above-mentioned reactive secure routing protocols interoperate the Neigh-
bor Lookup Protocol (NLP), which provides localized neighbor discovery and
authentication. In addition, the Secure Link State Protocol (SLSP), a proac-
tive secure routing protocol, can discover the network connectivity within an
extended, multi-hop neighborhood. SLSP can be a stand-alone protocol with a
network-wide scope, or it can be combined with a secure reactive protocol in a
hybrid secure routing scheme.
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However, the security of the route discovery does not ensure undisrupted data
delivery, because an up-to-date route cannot be considered free of adversaries.
In fact, an intelligent adversary can first become part of a route, for example,
by fully complying with the employed routing protocol, and then tamper with
in-transit data. Worse even, the adversary can hide its malicious behavior for
long periods of time, and strike at the least expected time, or when the attack
would have the highest impact.

The Secure Message Transmission (SMT) and the Secure Single Path (SSP)
protocols were designed to thwart such malicious behavior and secure the data
transmission, operating on top of a secure routing protocol. Among the salient
features of the SMT and SSP protocols is their ability to operate solely in an
end-to-end manner and without restrictive assumptions on the network trust
and security associations. As a result, SMT and SSP are applicable to a wide
range of network architectures. They can sustain highly reliable communication
with low delay and delay variability, even when a substantial portion of the
network nodes disrupt communication. This is so independently of the attack
pattern, with adversaries that may corrupt and discard traffic systematically,
randomly, or selectively, in an attempt to conceal the attack and avoid detec-
tion. The protocols robustly detect malicious and benign transmission faults,
and continuously configure their operation. This way, they avoid compromised
and failing routes, tolerate data loss, and ensure the availability of communi-
cation. This is achieved at the expense of moderate transmission and routing
overhead, which can be traded off for delay. Overall, our secure communication
protocol suite enables fast and reliable data transport even in highly adverse
network environments.
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Abstract. In this paper, we propose an architecture to enable service providers
personalise services in a pervasive environment, while minimising risks to
users’ privacy. We describe the design of two critical parts of such systems: a
mechanism forr defining authenticated personas that can be pseudonymous; and
mechanisms for users to share such personas with service providers. A trust-
based approach supports decisions about accepting personas. We describe a
prototype implementation and performance evaluations.

1 Introduction

Pervasive computing has the potential to offer improved personalised services if
service providers have access to some information about the user. For example, staff
at a help desk may be more effective if they know the client’s knowledge and
background, or service providers may grant selective access to services. Essentially,
we see the potential for improved services service providers can have access to
information about users and can verify its accuracy and authenticity.

Conversely, customers may wish to limit the amount of information available to a
service provider. For example, a person purchasing alcohol may wish to prove their
age without revealing their name or address. Such situations obviously involve
considerations of privacy/and or anonymity. At the same time, service providers may
want that partial information authenticated.

Current research into privacy in pervasive systems has focussed primarily on
location [1,2,3] or sensors information [4] rather than the issues of managing broad
collections of user information and selective subsets of it. This has had some attention
in relation to the world wide web [5].

We propose an architecture that can aid service providers in giving their users
enhanced levels of service while minimising the risks to the users’ privacy. In Section
2 we introduce the area of user models, linked to anonymity. Section 3 outlines the
aims of our system. Section 4 presents our architecture while Section 5 describes an
implementation of our design. Section 6 presents our conclusions and future plans.
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2 User Models and Anonymity

This work draws on two other research areas, user modelling and anonymity. The
former provides a flexible mechanism for structuring, storing and communicating the
information about the users. The latter provides the necessary privacy for the users.

A user model has been defined [12, 13] as a system’s set of beliefs about a user.
This drives personalization. The importance of privacy and security of user models
and personal information in ubiquitous computing is reflected in emerging principles
[14,] and research towards implementing support for them, such as [15].

We define a persona as a subset of a user model. We want to enable users to
define personas with minimal effort. Then the ubiquitous computing environment
must correctly interpret the user models: applications in that environment must share
the vocabulary used to define the user models. These are important, yet neglected
research areas that must be designed with security in mind from the ground up.

Anonymity has been a research topic for some time, in relation to the World Wide
Web [5], the internet [6,9], as a study in itself [7] and in relation to location privacy in
pervasive computing [8]. In general terms “the nymity of a transaction can be defined
to be the amount of information about the identity of the participants that is revealed”
[6]. For more discussion on the definitions involved see [16].

Most research into anonymity has been directed at protecting the identity of the
originator of a message — such as an e-mail message, http request or internet packet.
The explicit aim has been to minimise the information in a message to reduce the risk
of inadvertent identity disclosure. The reasoning is that a hostile entity is more likely
to deduce identity from message contents as the amount of information in the message
increases [9]. However, in a pervasive environment, the user population is so large
that such means of identification become progressively difficult. The advantages of
personalisation may be seen to outweigh such dangers. This leads to our proposal,
where the user deliberately provides certain information about themselves, but in a
way that should preserve the privacy of their identity. The pseudonymous identity
then becomes not just a trusted, but sterile, identity, but one that has some guaranteed
characteristics. The challenge becomes one of how to provide this information in a
secure manner while still protecting the user’s “true” identity.

3 Aims

Our design goal is to allow users to provide some information about themselves,
while reducing risks to their privacy. Our aims can be summarised as:

1. Allow users to provide subsets of information (ie personas) concerning
themselves, in a form the service providers will understand.

2. Allow the creation of personas with minimal user effort

3. Ensure that the provision of information in the form of personas has minimal
chance of breaching the user’s privacy, especially in terms of their identity.

4. Provide a flexible and extensible means of storing and communicating personas.
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5. Provide a basis on which the service providers can have at least some level of
trust in the accuracy of the provided information.

The personas that a user has available are held in their PSD (Personal Server
Device). A service provider needs to be aware of persona templates to make sense
of information released about the user. A persona template (or simply template) is a
definition of the structure of a persona. Identification of the appropriate template is
included within a persona. A persona is certified by some entity (normally a third
party). In our design, this certification takes the form of a signature on the persona
and the provision of public key pair for the persona. The key pair allows the entity
associated with the persona to prove their right to use the persona. For anonymity we
need to support multiple personas for each user, with no easy means linking personas
to each other or to an underlying identity.

User PSD Service Provider's System

Provider's Persona
User template
Model database

Persona
manager

Persona
template
database

Persona
manager

Persona = Persona/
dFi’setrrisbothzr template template
distributor authoriser
Persona
User Persona template
information template
composer
database database P
Authorising Entity

Fig. 1. Architectural Overview

4 System Architecture

Figure 1 is an overview of the architecture to provide controlled levels of anonymity
in situations such as those mentioned above. It consists of users, service providers and
authorising entities. Detailed descriptions of interactions between the components can
be found in [17].

An authorising entity provides a service to users by defining a range of authorised
templates for its users and by guaranteeing the veracity of information that will be
used in constructing actual personas. The authorising entity needs to create the
authorised personas it will supply to users and the authorised persona templates it will
give to service providers so that they will be able to interpret the personas of users.
The Persona Template Composer allows authorised individuals to construct new
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templates, modify or delete existing templates and to define which users are to be
given personas adhering to a template. The template structure may be defined in some
structured language, such as XML, or in manner specified by the user modelling
software. Once defined, persona templates are added to the authorising entity’s
Persona Template Database.

The Persona Template Distributor uses the Persona/template Authoriser to create
authenticated versions that are released to providers and users. The Persona/template
Authoriser does this by signing the template structure using the private key of the
authorising entity. Service provider systems need the templates to decide which ones
they will request and accept from users. Users’ PSDs need the templates to be able to
understand such requests. The Persona Managers of users and service providers
place the persona templates in their system’s Persona Template Database.

When an authorising entity needs to provide a user with an authenticated persona,
the Persona Distributor selects the appropriate template from the Persona Template
Database and then consults the User Information Database to construct the partial
user model for that person (ie, fill in the template to create an instance persona). The
authorising entity authenticates the persona and the Persona Distributor delivers it to
the user’s PSD. Authentication takes the form of creating an asymmetric key pair for
the information, and signing the information and public key of the pair. Obviously
grouping information together will improve efficiency, as there will be fewer keys to
manage and less computation will be required to authenticate a complete persona. On
the other hand using a finer granularity of authentication will provide more flexibility
to the user in creating further personas from the individual pieces of information.

The authorising entity may also, in the same way, provide a persona to a service
provider’s system. The main differences between service providers and users are:

= The systems of service providers will typically be more powerful and have
more storage, not being personal wireless devices.

= Service providers will probably be less interested in anonymity. If the service
provider has a physical presence — such as a shop front — anonymity has little
appeal to them.

= Service providers will normally advertise their existence by some form of
service discovery protocol, thus initiating the exchange between user and
service provider.

These differences make it useful to distinguish the two classes of system. The
personas of the service providers can be sent to the PSD’s of users to authenticate the
service provider. This could either be as part of a broadcast by the service provider or
in response to an explicit request from a user’s PSD. This gives an obvious symmetry
of roles to the users and service providers (beyond the question of who initiates the
communication). User-to-user communication within our architecture is thus possible
as long as one PSD takes responsibility for initiating the communication.

On receipt of a persona the Persona Manager of the user (or service provider) first
ensures that a copy of the appropriate template is available. If it is not, it is obtained
from the authorising entity. The authenticated persona is then added to the User
Model. Tt can now be supplied to service providers or other users. The information
contained within it can also be used to create additional, unauthenticated, personas.
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The user’s Persona Manager enables the user to obtain new personas and
templates from the authorising entity and handles interaction with the service
providers. In user modelling terms, the persona information obtained from the
authorising entities, provides evidence for the user’s own user model. The Persona
Manager enables the user to use either signed personas or to create new personas.
Note that such personas will not be signed by an authorising entity. The service
provider may choose to place less trust in such information in such personas.

At this point, the service provider has details of the persona templates defining
what user model personas it can expect from users. Correspondingly, a user carries
their PSD, containing their user model. When a user enters the vicinity of a service
provider, communication is established between the PSD and service provider’s
system. The service provider sends the list of names of accepted persona templates.
The PSD, possibly after interaction with the user (via the Persona Manager), selects a
persona for release to the service provider. The service provider may now, possibly
after authentication of the persona, begin application-level communication with the
user (ie actual service provision).

5 Implementation

We have implemented a prototype (see figure 2) based on the architecture described
in this paper. This prototype was implemented in Python and comprises the following
components: a Web component for creating and distributing personas and persona
templates, a privacy proxy for evaluating privacy policies against user preferences, a
simulated service provider, and a user agent implemented on the user mobile device
that provides functions for verifying downloaded personas, managing the user model
and allowing the automated exchange of personas with service providers.
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Fig. 2. Screenshots of Implementation

The Web component is implemented as CGI scripts running on an Apache web
server. The component provides an administrator interface for creating and modifying
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personas (encoded in XML) and persona templates and assigning them to users. The
user interface allows users to log in and download personas and persona templates
assigned to them along with their corresponding RSA signatures. The simulated
service provider comprises a service beacon (a Python script) that broadcasts
messages advertising the URI to the service provider’s privacy policy and the
requested persona along with the address of the service provider’s server. The service
provider server listens for SSL connections, receives and displays personas.

The user agent was implemented on a Toshiba Pocket PC €740 running Pocket PC
2002. The user agent comprises the following components: a verify component that
connects to the Certification Authority (currently simulated) to verify downloaded
signed personas and templates; the PersonisLite [10] user modeling server; a persona
manager which interacts with PersonisLite and builds and manages the user model, a
UDP server that listens for service provider beacon messages, and a privacy agent
which retrieves the information in the beacon and passes the policy URI along with
user preferences to the remote privacy proxy.

We have conducted some performance tests on the prototype to gain some
indication of its usability in real world situations. The tests were conducted on a
Pentium 4 3GHz 512 MB RAM PC running Windows XP operating system. The
facilities on the PDA available to us did not allow these tests to be carried out on it.
However, the known processing power of both systems allows relative comparisons
to be made. Figure 3 displays a comparison when each component of the persona is
signed and verified individually. While the times are significant the verification times
(a fraction of a second) are still within likely user tolerances.
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Fig. 3. Signing vs. Verifying various key lengths keys

The test code was written using Python 2.3.4 and sign/verify operations were
performed using the RSA implementation in the Python Cryptography Toolkit
(http://www.amk.ca/python/code/crypto.html). The time was profiled using the
Python ‘profile’ module and represents the actual time taken to perform the set of
instructions. Unfortunately space prevents us fully reporting these results and we
include here only a representative sample. See [18] for more detail.
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6 Conclusion

We have presented an architecture that allows users to provide information to service
providers in such a way that users do not have to reveal their identity and service
providers can establish a level of trust in the information. The service providers can
then use the information to provide personalised service.

The architecture presented meets our aims as stated in Section 3. The employment
of user modeling techniques to handle the personas that encapsulate the information
gives a high degree of flexibility to the management of personas. This minimizes the
risk to the user’s privacy and hence protects their identity. The use of authorising
entities to sign the information allows the service providers to establish trust in the
information. We have implemented a prototype of the system and conducted
performance measurements upon it. The results of these tests indicate that the system
would be usable in real world situations.

A persona may consist of information authenticated by a number of entities. A
service provider would require some means of evaluating such a persona. We
mentioned the possibility of using a heuristic trust model, but more work would need
to be done to determine which mechanism would be most suitable.
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Abstract. Technological progress allows us to equip any mobile phone
with new functionalities, such as storing personalized information about
its owner and using the corresponding personal profile for enabling com-
munication to persons whose mobile phones represent similar profiles.
However, this raises very specific security issues, in particular relating to
the use of Bluetooth technology. Herein we consider such scenarios and
related problems in privacy and security matters. We analyze in which
respect certain design approaches may fail or succeed at solving these
problems. We concentrate on methods for designing the user-related part
of the communication service appropriately in order to enhance confiden-
tiality.

1 Introduction

Ubiquitous or pervasive computing is so commonplace today that few are aware
of its origins—namely, Weiser and his seminal work [11]. Discount chains like
Aldi sell ever more portable and smaller computers, which will soon be nothing
but “mobile phone computers”. Eventually everybody will carry their computer
around in their pocket and use it also to do phone calls. Recently, we envisioned
that the content of people’s writing desks will also be transferred to the virtual
world and manipulated with such devices [6]. Already today has much of this
vision been realized.

We are currently designing prototypes for TINKERBELL, a social networking
application run on Bluetooth-enabled mobile phone computers (also known as
mobile digital assistants, or MDAs). The original idea behind TINKERBELL was
to obviate the need of some pretext for initiating and enjoying contact with
other people. However, we soon discovered that, through the incorporation of
knowledge-based technology, the potential applications for such a system would
be legion. By intelligently and efficiently observing, managing, and sharing infor-
mation about their owners, TINKERBELLs could become something like mirrors
of or proxies for their owners. It is obvious, then, that privacy and security
concerns will play an important role in the development of such systems.

This paper introduces TINKERBELL’s communication model and discusses the
privacy and security issues arising therefrom. Researchers and developers have
long recognized privacy and security as central concerns in the development and

D. Hutter and M. Ullmann (Eds.): SPC 2005, LNCS 3450, pp. 56—62, 2005.
(© Springer-Verlag Berlin Heidelberg 2005
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deployment of ubiquitous systems [10, 8]. We believe that these concerns will be
at the forefront of consumers’ purchasing decisions once they are in a position to
choose between competing systems. Seemingly small details could then tip the
scales and have great consequences.

2 Tinkerbell’s Communication Model

Since people socialize based mainly on their similarities to one another—i.e.,
shared properties or shared opinions—a basic TINKERBELL can be rather sim-
ple. It need only host some information that is representative of its owner and
check with other TINKERBELLs for similarities with the information about their
owners. Qur current prototypes encode and exchange personal information us-
ing an information scheme (an ontology) which represents concepts like the town
where one lives and hobby descriptions. However, TINKERBELL also makes use
of information from other users in the vicinity, creating an interesting flavor of
context and locality.

The information that a TINKERBELL carries is initially a simple set of precon-
figured information items. However, it is constantly provided with new data from
its “small-talk” with other TINKERBELLs or from interactions with its owner—
perhaps in a Tamagotchi-game-like manner, or by new addressbook entries, or
by learning semantic fingerprints of recent papers read by its owner, or per-
haps by qualitative feedback about the matches it has made. And, knowing the
current state of knowledge technology, it is not so far-fetched to conceive of TIN-
KERBELL as becoming more and more a personalized counterpart to its owner
(though certainly not further than the owner wishes).

In general TINKERBELL is designed to require neither central services nor
prior knowledge of access/address information. (This is probably why we call it
pervasive.) TINKERBELLS which come into proximity with each other will au-
tomatically swap information (some of which may be encoded with one-way
hashing functions). When a TINKERBELL learns that its owner has a certain
number of contacts, hobbies, or other characteristics in common with someone
else, it will immediately notify its owner. The owner can then take the appro-
priate action, which might range from a simple hello to engaging in personal or
business-related dialogue with the second party.

With this architecture, TINKERBELL is near being able to offer to its owner
all the six categories for pervasive context-aware services [1]:

proactive triggering of events (if it records past events)

streamlining interaction (because it is involved in its owners interaction)
memory for past events (it can at least record its interactions)
reminders for future events (this is already a feature of current MDAs)

A

optimizing patterns of behavior (e.g., when passers-by are identified as not
interesting)

6. sharing experience (that is one of the ideas behind the notion of small-talk)
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3 Security and Privacy Issues

For applications like TINKERBELL, in order to survive on a market or in a soci-
ety, it is crucial to invest in some thought on system vulnerability and possible
countermeasures to misuse or attack. Of course no system can be “secure” in an
absolute sense; it can be secure only to some degree or level of confidence. How-
ever, human culture is by now, for the most part, well acquainted with this state
of affairs. Security is rightly seen as a trade-off between risk and reward [10].

Security has a highly social dimension. That is, we should always be cognizant
of the sometimes-overlooked fact that the security of any system involving hu-
mans crucially depends on human behaviour. Consequently our philosophy of
security and privacy for TINKERBELL is based on how to minimize the security
risks associated with human oversight. Our first task is therefore to systemati-
cally generate a plan to identify such risks. The last step to be taken is to en-
sure that these risks are addressed with the appropriate technology—technology
which people will actually use. Unfortunately, however, establishing the security
of a system is almost impossible to fully accomplish during the design stages.
Absence of security in unlikely places is often discovered only later, after people
have already experienced losses.

According to Robinson & Beigl [9], most security issues in pervasive com-
puting arise from the difficulty of coordinating the symbiosis of physical and
virtual entities. We can therefore identify two main sources of security issues of
pervasive applications like TINKERBELL:

1. Transfer of real to virtual. The transfer of processes from the real to
the virtual blurs human understanding and attention. Security issues arise
where new technologies create new virtual spaces which are not covered by
state-of-the-art security procedures and conventions.

2. Access of computational power to data. When information is stored
on electronic devices and is accessible to computational processes, there
are new possibilities created to use the data, and thus also to do security-
compromising things.

Note that when considering an application like TINKERBELL which is thought
of as a service to be sold to private users, it is important not only to provide
actual security, but also to provide the user with a feeling of security. The user’s
perception of security often includes that he himself is involved in the security
mechanisms and thus has a certain amount of control. But this may also make
a system susceptible to certain threats. For example, the user can be confused
or persuaded into corruptive actions by hackers manipulating information. This
subject, known as social engineering, is studied in detail by Cybenko et al. [2].

3.1 Specific Security Issues

Security in the specific context of TINKERBELL is considered with respect to the
following four criteria:
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— Confidentiality is the guarantee that information is shared only between a
user and the entities the user is willing to communicate the information to.

— Authenticity is the assurance that the mobile phone in a Bluetooth connec-
tion has the claimed identity and has subscribed to the TINKERBELL service.

— Integrity means the correctness of stored and communicated personal (and
annotation) data in the sense that only the corresponding person (the author
or a responsible moderator) can alter them.

— Awailability means that the TINKERBELL service is accessible and usable for
subscribed persons using appropriate mobile devices.

Confidentiality. First of all, it is worth noting that the design of the TINKER-
BELL service should allow the user to prioritize the confidentiality of his data.
That is, he should be able to declare which of his data are absolutely or first-
grade confidential (i.e., no one should be allowed to read them), second-grade
confidential (only members of certain TINKERBELL user groups should be al-
lowed to read them), third-grade confidential, and so on down to the nth-grade
confidential, where access in granted to every other TINKERBELL user regardless
of identity.

This somehow reflects a quite discrete notion of the idea of a so-called digi-
tal aura, a thought model for spontaneous interaction between moving objects
defined by Ferscha et al. [3]. A digital aura reflects the “aura” of an object
(person or thing) in the context of wireless communication. As soon as two
objects are located near each other, they start comparing profile data (which
would be nth-grade confidential data in our scenario); further communication
and data exchange is enabled only in case the profiles of the two objects are suf-
ficiently similar. (Here the notion of “similarity” has to be defined appropriately
on a context-by-context basis.) This concept of digital auras has also success-
fully been implemented into a software framework enhancing the development
of context-aware peer-to-peer applications [4].

Given our discrete notion of digital auras, the central question is how the
user can declare which grade of his personal data may be provided to which
persons/mobile devices.

A first and simple possibility might be to introduce blacklists with names
or device IDs of persons for which access should be denied. Similarly, whitelists
(“friend lists”) can name people or mobile devices for which access is permitted.
This of course in turn requires methods for assuring a certain grade of confi-
dentiality and integrity of the blacklist (and whitelist) data. A disadvantage of
blacklists is that the user can define them only if the contact to some inconve-
nient discussion partner has been established at least once. (Otherwise the user
wouldn’t know the partner is undesirable.)

A second possibility, aiming at denying contact to inconvenient persons in
advance, would be to annotate persons/device IDs. The registration process
alone is a first step in this direction. Of course, here an additional security
aspect concerns the annotation data, which need to be stored on a server. Not
only the usual considerations apply here, but we also see a difference in trust
into a system when it hosts such personal data, with the potential for police
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and comparable agencies to be empowered to access these data immediately on
short notice.

Privacy aspects are of particular importance when annotating data on per-
sons. In case someone knows one of the user’s secrets, he can publish this secret
in the user’s annotations—a massive privacy attack! Even if the policy of the
annotation service allows for removing annotations of a particular personal kind,
there is the risk that third parties will become aware of the annotations (and
thus of the user’s secret) before the user himself notices and removes them. Of
course, in the first step, third parties will not be able to assign any person to
the negative annotations, because they stick to a device ID. But in case contact
is built up, the secret can be associated to the corresponding person. Even more
simple, the attacker can place its victim’s name into the annotation.

Because of these risks, there is a moral barrier which may get in the way
of acceptance of annotating persons. A method preventing too big a misuse of
the annotation idea is to trace back the attacker via his or her device ID, which
could be stored for the author of each annotation.

A third possibility would be to preselect possible contact partners by their
profiles. Here some part of the user’s nth-grade confidential data could be used
to form a profile which is matched with the corresponding profiles of other TIN-
KERBELL users. A conceivable policy might be to establish a contact only to
those whose profiles have a similarity with the concerned user’s profile above
some certain threshold. In order to keep even these profile data confidential in
case of a mismatch, a good policy might be to use one-way functions to encode
the profile data and then execute the matching algorithm on the encoded data,
which cannot be decoded (cf. [7]). In case the threshold is not reached, further
access is denied and both parties don’t even know each other’s profiles used
for matching.

Authenticity. Regarding authentication, one small remark can be made in ad-
vance: even if authentication is provided, the user can never be sure that the
authenticated partner behaves as desired. In other words, authentication does
not establish trust. But this is of course a problem in our scenario which cannot
be solved, because no one can prevent the owner of the authenticated device
from misusing the data exchanged.

Perhaps TINKERBELL will provide a chance to systematically use the idea of
disclosing differently “watermarked” information to other parties. People some-
times do this when filling out forms, such introducing intentional misspellings
into their name, like “Jonn” instead of “John”. When John later receives un-
wanted advertisements addressed to “Jonn”, he has feedback on his information
disclosure behavior and can learn to adapt and/or report the unscrupulous com-
munication partner to a consumer protection agency. In many ways TINKERBELL
could easily support such strategies.

Keeping the social aspect of TINKERBELL in mind, one guideline for authenti-
cation may be to approximate the human way of judging and talking to unknown
or newly encountered people. People can make up their mind in a conversation
with somebody rather unknown to disclose rather private information or they
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can decide very quickly that they don’t want to. TINKERBELL extends the possi-
bilities here. In case your TINKERBELL rings you up and tells you that a partner
you encounter matches a profile you are looking for, but the real-life counterpart
does not give you the same impression, you might become suspicious.

TINKERBELL, viewing it as a mirror of its owner, can store or be used as a
substitute for biometric information of its owner. This could be used to identify
the user to his TINKERBELL or to other users. It is further conceivable that
a TINKERBELL, like government identification and credit cards, might host a
picture of its owner, which in many cases can ease authentication.

Integrity. We are aware of the notion of “Bluetooth snarfing”—the access and
deletion of the stored data on mobile phones via Bluetooth. However, we realize
that on the deeper levels of hacking systems, to a large degree we need to rely on
third party efforts. TINKERBELL will probably allow users to institute a policy of
completely denying acceptance of any executable code. Further, encryption and
signing of information stored on TINKERBELLs could be feasible to some degree
(ct. [7]).

Availability. To achieve availability, several points have to be taken into con-
sideration. First, and trivially, the server used must be prevented from breaking
down. Moreover, it might be helpful to have as little data and as few modules as
possible within the responsibility of the server. Second, also trivially, one has to
take care of enabling Bluetooth communication whenever it is demanded. Addi-
tionally, denial of service attacks have to be prevented. These may include, for
instance, spamming.

4 Conclusions

We have introduced TINKERBELL, an application for MDAs (mobile digital as-
sistants, state-of-the-art mobile phone computers) which we consider to be a
pervasive computing application. TINKERBELLs contact other TINKERBELLs in
the vicinity (distance of Bluetooth reach), engage in small-talks, and give away
a configurable amount of information about their owners, in order to instigate
or facilitate social interaction.

A crucial area of concern with this technology is that the transfer of small-
talk to the virtual world invites mismatches of the human feeling/assessment
for the situation. In the real world, humans do give away their phone numbers,
even to people they haven’t known for long, but not to everybody. It needs to
be ensured that (users instruct) their TINKERBELLS (to) behave in a comparable
way so that unwanted surprises do not happen.

TINKERBELLS disclose and send information to others; they act in the name
of a person and host information about their owners. Thus, it is clear that
they are vulnerable in principle and that the security issues of how to assure
confidentiality, authenticity, and integrity need to be taken care of.

TINKERBELLs and their owners will typically have a one-to-one relationship,
with reach into the real world. (Mainly they appear together, even if TINKER-
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BELLs can be given away or be stolen.) They are perhaps comparable to the
ownership of cars—to a degree they open up the possibility to trace the activity
of a person and/or his TINKERBELL. With a limited disclosure of information
about all the individuals, this is enough to open up the chance for new (socially
motivated and socially grounded) security applications.

Acknowledgments. The authors would like to thank Steffen Lange for helpful
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Abstract. Ambient Intelligence is a vision of the future information society stem-
ming from the convergence of ubiquitous computing, ubiquitous communication
and intelligent user-friendly interfaces. Beyond the possible benefits that are asso-
ciated with this vision, it also requires a proper balance of a complex diversity of
interests and values. The paper gives an outline of the various risks and vulnerabili-
ties associated with Ambient Intelligence and argues why the design of safeguards
and privacy enhancing mechanisms is a central task of European policy.

1 The Brave New World of Ambient Intelligence — Promises and
Fears

Ambient Intelligence (Aml) has been described and characterised in a variety of ways and
using a variety of terminologies. Pervasive computing, ubiquitous computing, embedded
intelligence, invisible computing, seamless intelligence are just a few of the terms that
have been used synonymously with Ambient Intelligence. Some have described the
capabilities of Aml by the construction of scenarios and created roadmaps to indicate
how we can arrive at such scenarios and the multi-faceted benefits that are expected to
arise from the deployment of Ambient Intelligence [1, 2].

While the European Commission has supported and continues to support many
projects that will help society reach this wondrous new world, in fact, the construc-
tion of the Ambient Intelligence environment has already begun. Sensors and actuators,
key Aml technologies, have been in use for decades as a result of the exponential increase
in electronic capabilities. However, the dramatic reduction in the cost of computing and
communications and the rise of the Internet have facilitated the exchange of information
among these early Aml devices and have contributed to laying the foundations for the
scenarios envisaged for the future. Above all, the networking of the proliferating de-
vices in recent years demonstrates that the future, despite the still remaining formidable
technological challenges, is not so far off.

While the technologists have been at work concerns relating to privacy, security,
identity, social inclusion and other issues are beginning to get more attention. The fears
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conjured up by the impact of an Orwellian Big Brother only complicate the apparent lack
of trust, which hinders the full flowering of the Internet for e-commerce, e-government,
e-health and much else. In November 2003, some 30 privacy advocacy groups joined
together to produce a position paper calling for a halt to the deployment of radio frequency
identification tags (RFIDs) until certain public policy issues are resolved [3]. After a
fashion, their concerns reflect a few of the more numerous and even more complex
issues raised by the IST Advisory Group (ISTAG) in their June 2002 paper entitled
Trust, dependability, security and privacy for IST in FP6 [4].

2 Challenges for European Policy

Aml should be seen as a set of artefacts requiring a proper balance which takes into
account a complex diversity of interests and values related to access to information,
protection of the individual sphere, trust, security, protection against discrimination,
protection of identity, free speech, protection against intrusions and so on. Such a balance
demands an approach which is not only driven by one or two actual, emotional, economic
or social signals or events, but which proceeds by a rational mobilisation of the many
possible relevant perceptions and definitions of the issues at stake. Such a balancing
exercise raises a number of issues that need to be taken into account, e. g.,

— the increasing concern for security after 11 September 2001;

— technological innovation, its dissemination and consequences, only some of which
can be foreseen (the invisibility of networked "intelligent" devices, ubiquity of com-
puter communications, anonymity and privacy impacts, user friendliness, price, ac-
cessibility, etc.);

— a tendency toward privatisation of governance (the weakening of public power to
control and steer the evolutions as a result of the increasing power of private actors
both at local and global level).

Every one of us goes through life playing many different roles, which in essence
could be reduced to three main ones that of the private individual, the professional and
the public participant.

Private individuals are mindful of their pursuits and/or responsibilities as parents or
members of a family or on their own who from time to time have concerns about their
health or modes of entertainment and leisure activity or shopping or whatever. Living in
a world of Ambient Intelligence should reduce the time it takes to pursue these things
and increase the richness of daily experience [5]. Similarly, the professionals ability to
communicate with his/her peers, either in the same office or on the other side of the
world, to have an infinite world of information and intelligence at a fingertip to facilitate
decision-making, will expand with Ambient Intelligence. In their public role, citizens
will participate in social and political activities, perhaps lobbying for or supporting this
or that cause. In each of these roles, the citizens level of trust and confidence in supporting
technology and in those with whom (s)he might be in contact will vary.

Citizens demands for security, privacy, confidentiality, anonymity will also vary ac-
cording to the situation, and the situations may be very fluid, changing many times
in the course of a day. In some of their roles, they will place demands on others,
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in others, they must place demands on themselves or accept certain responsibilities.
In some roles and at some times, they will provide consent to others, at other times,
they will seek consent (access) and at still other times, they may be unaware of the
computing, monitoring, networking going on around them. At all times, they must be
alert to the possibility of social engineering and threats to their space, to their digital,
if not their physical well-being. They need verifiable assurances that they can perform
their roles according to the level of security, trust, confidentiality and anonymity that
they dictate.

Therefore research is needed on the responsibilities and ethics related to the new
technologies and on the social, economic, legal and technological aspects of Aml, in
particular addressing:

— issues such as privacy, anonymity, manipulation and control, intellectual property
rights, human identity, discrimination and environmental concerns;

— new societal and policy options including responsibilities and ethics of digital be-
haviour;

— protection of rights for all citizens in all their roles (private and professional) in the
Information Society;

— safeguards and privacy enhancing mechanisms needed to ensure user control, user
acceptance and enforceability of policy in an accessible manner;

— equal rights and opportunities of accessibility to the Information Society and its
Ambient Intelligence environment.

However policy-makers are not the only constituency challenged by these issues.
Many in industry are already sensitised to the emerging social and policy challenges
inherent in the deployment of Ambient Intelligence technologies. ISTAG itself comprises
leading manufacturers, software developers, and service providers and has produced
some very good reports and recommendations. Similarly, many European enterprises
participate in standards-setting bodies, which deal with privacy and security aspects.
They should also profit from the early definition of possibilities to reach a certain level
of security, trust and confidentiality.

3 Ambient Intelligence Issues in the EU Policy Framework

Reaching these objectives is seen as urgent for further development of Ambient Intel-
ligence in Europe. Moreover, they are in line with those of the IST Priority and the
broader Framework Programme 6 (FP6) objectives as well as related objectives stated
by the Commission, the Council and others. The Framework Programme emphasises
the importance of taking the human dimension into account in Ambient Intelligence.
In doing so, it echoes the eEurope 2005 Action Plan that says Europe should have a
secure information infrastructure and, to that end, it identifies FP6 priorities as includ-
ing trustworthy network and information infrastructures with an emphasis on emerging
technologies like Ambient Intelligence. Research activities, are expected to take into
account the "human factor’ in security [6, p. 16]. The IST 2003 report puts it even more
succinctly: Instead of making people adapt to technology, we have to design technologies
for people [7, p. 10].
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Taking the human factor into account is crucial in the construction of safeguards in
a world of Ambient Intelligence. The success of AmI will depend on how secure its use
can be made, how privacy and other rights of individuals can be protected and, how
individuals can come to trust the intelligent world which surrounds them and through
which they move. The European Commission has acknowledged and emphasised this
dependency between technology and trustworthiness on numerous occasions.

The issues raised in the context of Ambient Intelligence affect all five key areas on
which current IST research is focussed [7]: The first area includes research addressing so-
lutions for trust and confidence. The second area includes basic technologies for Ambient
Intelligence, namely communication and network technologies, embedded systems, and
software technologies and distributed systems. Accordingly, they need to be considered
in order to determine what mechanisms, what policy options are needed to ensure trust
and confidence. The third IST area deals with components and microsystems and must
be considered in the context of how they further the goals of Ambient Intelligence. The
same applies to the fourth area — i.e., knowledge and interface technologies, especially
knowledge technologies, digital content, intelligent interfaces and surfaces, and to the
fifth area, IST future and emerging technologies.

Across the IST Priority, special emphasis must be placed on, inter alia, measures
to strengthen international co-operation. Such co-operation has already been initiated
within the context of Ambient Intelligence, notably with the United States [7, p. 117]. It
is therefore necessary to formulate options for the Commission and other policy-making
bodies with further regard to international co-operation. In a networked world, best
symbolised by the Internet, in which communications and computing capabilities know
no borders, international co-operation is a must if the privacy and rights of individuals
are to be protected. Many risks and vulnerabilities to Europeans emanate beyond our
borders, hence social and policy options must include a global outlook. The Cybercrime
Convention is an important step in this direction since its 34 signatories include more
than just the Unions Member States. In addition, representatives from the Commission,
Member States and industry participate in many standards-setting bodies concerned with
cyber security with a global perspective. Nevertheless, more initiatives are needed in that
direction [4, p. 10].

The provenance of the term Ambient Intelligence is recent, although it has its precur-
sors in the notions of pervasive computing, ubiquitous computing, and so on. As Erkki
Liikanen, former Commissioner for Information Society, stated, FP5 provided important
foundations for the vision of Ambient Intelligence, upon which the work in FP6 is being
built [7, p. 3.]. Therefore it is high time to investigate if the research policy of recent
years has produced lacunae with regard to policy development and if the scientific and
industrial community has developed a hidden research agenda with priorities that are
different from those considered important by policy.

The definition of safeguards for the world of Ambient Intelligence is relevant to the
European policy, but its global relevance is also obvious. For example, a roundtable of
security experts in 2001 identified the top ten security priorities for the next decade, with
the first priority related to the "EverNet", which was their way of labelling AmI. The
experts were concerned that billions of devices that are always on and always connected
increase the complexity of our systems to the point where it is not possible to comprehend
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all of what we are using. We need to resolve issues of identity and authority when these
devices conduct activities for people without human intervention, when no one is around
to notice [8]. Thus, the experts were urging fast action to resolve these issues.

4 The Need of Safeguards for a World of Ambient Intelligence

The definition of safeguards for a world of Ambient Intelligence will make important
contributions to scientific, technical, wider societal and policy objectives of IST Policy
on the European level.

It is urgent to consider Ambient Intelligence technologies and developments and
how the rights of individuals can best be protected and to formulate adequate social and
policy options. This can contribute to the European policy development. Indirectly this
can also contribute to scientific and technical development projects by highlighting the
policy implications of the work. It is already obvious that realising the vision of Ambient
Intelligence will require more than just technology and, as has happened throughout
history, especially in the last decade or so, significant technological advances almost
always raise policy issues.

The new regulatory framework aims for a more secure environment for e-commerce
transactions and to ensure an adequate level of consumer protection. Here it is neces-
sary to examine the adequacy of the new framework in the context of the emerging
technologies, capabilities and properties that are embedded in Ambient Intelligence.
This can contribute to the strengthening of the three pillars upon which the European
Union’s policy for the Information Society is based and, in particular, the second pillar
which is the new regulatory framework covering all services or networks that transmit
communications electronically [7, Forward by Erkki Liikanen].

While the world of Ambient Intelligence will bring many benefits, trust and security
should be designed into the applications rather than inserted as an afterthought into an
already constructed world of smart spaces. The success will depend on the acceptability
by citizens and by taking steps to minimise their concerns with regard to how it might
lead to further encroachments upon their privacy, safety and security.

So far, there are some bad omens, even though embedded technology is not new. What
is new is that such devices are being networked and their numbers are set to increase
by orders of magnitude. That has alarmed major privacy advocacy groups who recently
made a joint statement calling for a halt in the use of RFIDs until key issues are resolved.
Meanwhile, companies such as Wal-Mart in the US, the Metro Group in Germany and
others are proceeding with their plans for a massive increase in the use of RFIDs, even
before some standards issues have been resolved.

Similarly, location aware services have prompted concerns, even though they also
offer many benefits. The increasing use of GPS in mobile phones in the United States
in conjunction with services such as uLocate and Wherify Wireless enables those with
mobile phones to be tracked wherever they go. While helping parents to know where their
children are, the risks of unwanted and unwarranted surveillance have been highlighted
by privacy advocates and others. These and similar examples highlight the need for
urgent research in regard to the emerging world of Ambient Intelligence and, in particular,
matters of privacy, security, trust, identity and so on.



68 M. Friedewald

The lack of consumer trust is often cited as the reason why e-commerce (and e-
health and e-government) via the Internet is far from realising its potential. Attacks via
the Internet are no longer confined to big name targets such as the military or credit card
companies. Even individual users’ home computers are being attacked or used as the
staging platform for distributed denial of service attacks. Attacks are not only becoming
more numerous, they are becoming much more sophisticated. The software security
firm Symantec observed that, in July 2001, Code Red spread to 250,000 systems within
six hours and the worldwide economic impact of the worm was estimated to be $2.62
billion. Code Reds spread was fast enough to foil immediate human intervention and the
ramifications were huge. In the future, experts see the emergence of hypothesized threats
that use advanced scanning techniques to infect all vulnerable servers on the Internet in a
matter of minutes or even seconds [9]. Such predictions undermine trust and confidence.

Addressing security issues is crucial to stimulating demand for new electronic com-
munications services, as the Commission said in its recent Communication "Electronic
Communications: the Road to the Knowledge Economy" [10, p. 13]. This will be one
of the principal tasks of the new European Network and Information Security Agency
(ENISA), which is expected to become a centre of excellence for cyber security matters.
ENISA’s creation is a welcome development, especially to the extent that its purview
includes Ambient Intelligence. In its 6 June 2001 Communication on ENISA, the Com-
mission said one of the challenges to be faced will be to avoid unacceptable vulnera-
bilities and integrate security into the Ambient Intelligence architectures [11, Sect. 2.3].
The definition of safeguards for Ambient Intelligence is necessary for ENISA’s activities
in this area.

Security must be regarded as an enabler for the development of new markets, not an
inhibitor, which is a point stressed by the ISTAG reports on Ambient Intelligence. As an
example of where security contributes to market development, one needs look no further
than the cars that we drive or the homes in which we live. Automobile manufacturers
promote their products’ various security features in marketing campaigns. Similarly, the
insurance premiums we pay on our homes are diminished if we have installed security
devices. In the electronic commerce area, some forms of business activities require or
are facilitated by a particular level of trustworthiness. As an example, the availability of
secure socket layer (SSL) encryption for Web traffic has caused consumers to feel more
comfortable about sending credit card numbers across the Internet.

There are many good points in the aforementioned ISTAG paper on "Trust, depend-
ability, security and privacy for IST in FP6" [4]. Of particular relevance is the ISTAG
proposition that "security policies in this [AmI] environment must evolve, adapting in
accordance with our experiences. Such approaches may be very different from present
approaches to computational security policies, but may better embody our approaches
to real-world person-to-person trust policies. This is the main new feature of the new
paradigm for security in AmlI Space." In the future AmI world new approaches to se-
curity, trust, privacy, etc., will be required and it is urgent that such new approaches
will be considered before AmI becomes a reality, otherwise we, as a society, will be
faced with a future akin to trying to squeeze toothpaste back into the tube [12]. It will
be difficult to embed retroactively new security and trust paradigms in AmI when those
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technologies have been deployed. The early definition of safeguards can contribute to
the development of such new approaches.

The definition of Aml safeguards also contributes to the four lines around which the
eEurope 2005 Action Plan is structured [6, p. 9ff.], which are, firstly, policy measures to
review and adapt legislation at national and European level; secondly, implementation
of policy measures supported by the development, analysis and dissemination of good
practices; thirdly, policy measures will be monitored and better focussed by benchmark-
ing of the progress made in achieving the objectives and of the policies in support of the
objectives; fourthly, an overall co-ordination of existing policies will bring out synergies
between proposed actions.
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Abstract. Recently, RFID system is a main technology to realize ubig-
uitous computing environments, but the feature of the RFID system
may bring about various privacy problems. So, many kinds of protocols
to resolve these problems have been researched. In this paper, we ana-
lyze the privacy problems of the previous protocols and propose more
secure and effective authentication protocol to protect user’s privacy.
Then we analyze the security and effectiveness of the proposed proto-
col comparing with the previous protocols. The proposed protocol is
based on Challenge-Response using one-way hash function and random
number. The proposed protocol is secure against the replay the attack,
spoofing attack and so on. In addition, the proposed protocol is fitted
for distributed database environment.

Keywords: RFID system, authentication, Challenge-Response.

1 Introduction

RFID (Radio Frequency IDentification) system that is an automatic identifica-
tion technology using radio frequency is a system to read and write the data of
the entity [8]. Although over 5 billion bar codes are scanned daily [5], the bar
codes are scanned only one time during the life of the product [22]. However
not only automatic identification but also continuous service is possible if the
RFID system is used. Therefore many companies are interested in RFID system
to reduce supply chain management and inventory control cost.
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the Korean Ministry of Information and Communication.
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However, an automatic identification technology using RFID can suffer from
the privacy problems such as tracking without user’s recognition [1,4]. Up to
date, many kinds of protocols have been proposed to resolve these privacy
problems. For example, the ‘Kill command’ approach [22], the hash-lock pro-
tocol [18,19, 21, 22], the randomized hash-lock protocol [21,22], the external re-
encryption protocol [10], the ‘Blocker tag’ approach [11], the hash-chain protocol
[14], and the hash-based ID variation protocol [9] are representative. However the
previous protocols don’t resolve privacy problems since the previous protocols
can’t reuse tag or the previous protocols are vulnerable to replay and spoofing
attacks, and tag can be tracked.

In this paper, we analyze the problems of the previous protocols. Then we
propose RFID authentication protocol that can protect privacy problems by an
attacker using the hash function and the random number in order to change data
which tag transmits to reader and is suitable for ubiquitous environment such
that databases, readers, and tags are in anywhere. Moreover, we analyze the
security and effectiveness of the proposed protocol comparing with the previous
protocols. Section 2 gives an introduction to composition of the RFID system
and security requirements. Section 3 analyzes problems of the previous RFID
system security techniques. Section 4 explains proposed RFID authentication
protocol and then shows that the proposed protocol is secure and effective as
we compare the proposed protocol with the previous protocols. Then Section 5
gives a conclusion.

2 RFID System

2.1 Composition of the RFID System

Generally, RFID system is composed of tags, readers, and back-end databases.
The details of each element are written in the next. Fig. 1 shows the composition
of the RFID system.

(1) Tag

When the reader queries, the tag also called transponder transmits data of
the things, animals and human beings and so on. Tag is composed of a coupling
element for wireless communication and a micro chip to compute and store data.
Tag is divided into active and passive tag by the method to be powered.

e Active tag: An active tag is powered by on-board battery. So it can transmit
data far away. However the tag is high cost because of on-board battery. In
addition, the active tag has a drawback that tag’s life span is dependent on
on-board battery’s life span. An active tag is usually used of a sensing system
to check pressure of the tires, a patient management system and so on.

e Passive tag: A passive tag is inductively powered via an RF signal from the
reader. The passive tag is usually used to transmit data to a short distance
because tag’s power is relatively lower than reader’s power. The passive tag is
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Fig. 1. RFID system

low cost and its life span is permanent as the passive tag doesn’t include on-
board battery. So it is generally used of supply chain management, inventory
control.

(2) Reader

A reader, the device collects identification data from tags, is often called
transceiver. A Reader emits a RF signal to the tags to supply power and transmit
data which is received from back-end database. Besides the reader can read and
write the data of the tags.

(3) Back-end database

A back-end database stores data received from reader and computes complex
computation instead of the tags or the readers since their computing abilities
are low. In addition back-end database discriminates between right and wrong
of the data collected by readers since back-end database stores the information
to identify the tags.

In Fig. 1, forward range is the area that readers can transmit a RF signal to
the tags and backward range is the area that the tags can transmit their data to
the reader when a reader queries. Since tag’s ability to transmit is weak, forward
range is wider than backward range. For example, in the RFID systems using 915
MHz [2, 3], tags have the backward range within a 3-meter radius when readers
have the forward range within a 100-meter radius [21]. Therefore a reader may
not identify tags when some tags received queries from reader transmit their data
to the reader. The communication channel between the readers and the tags is
insecure since the communication between the readers and the tags uses RF
signals. On the contrary, it is assumed that the communication channel between
the back-end databases and the readers is secure.

2.2  The Security Requirements of the RFID System

The RFID system can bring about privacy problems as this system can identify
tags without physical contact. Especially, since readers and tags communicate
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in insecure channel, the RFID systems must be designed to be secure against
attackers that are described in these paragraphs [21].

(1) Eavesdropper

The eavesdroppers can’t take part in the RFID system protocol but can
eavesdrop on communication between readers and tags. By eavesdropping, the
eavesdropper can take secret information and perform replay attack. So the
RFID system should be designed that the eavesdroppers don’t get any secret
information from the eavesdropped information and it is secure against the replay
attack.

(2) Active attacker

The active attackers can take part in the process of the RFID systems ac-
tively. The active attackers can’t physically contact with tags. However the active
attackers can query to the tags and respond to the readers. So the attackers can
perform spoofing attack such that the attackers collect transmitted data from
the tags by disguising as the right readers then the attackers disguise as the
right tags using these data [22]. Besides, the attackers can track the location
of the tags disguising as the right readers and getting responses from the tags
continuously. Therefore, the RFID system should be designed that the active
attackers can’t disguise the right tags using the data collected from the right
tags and the active attackers can’t know that different responses of a tag are
from the same tag.

(3) Tracker

The trackers know that when, from where and how much information is trans-
mitted since trackers can perform traffic analysis. Then the trackers can track
the location of the user. Therefore, the RFID system should be designed that
the trackers can’t know that different responses of a tag are from the same tag.

(4) Denier

The deniers can’t take any information in the process of the RFID systems.
However the deniers damage such as losing data through interrupting the trans-
mitted information among the entities. Since the deniers don’t violate user’s
privacy but they interrupt systems to perform, the RFID system should be de-
signed to detect attacks such as interrupting the transmitted information.

3 Related Works

In the RFID system, the communication between readers and tags is performed
at insecure channel through RF signals. So it is open to the attack mentioned in
subsection 2.2. In addition, low-cost RFID system for supply chain management
is difficult to adapt cryptographic approach for secure communication since the
tag has a cost limit [17]. To resolve this problem, many kinds of security technolo-
gies for the RFID system are proposed. The physical technologies for security in
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Table 1. Problems of the physical technologies in the RFID system

Security technologies Problems

Kill command It is impossible to reuse tags.
It has difficulty to verify that ‘Kill’ command is performed.
Faraday cage It has limitation of the form of ‘Faraday cage’.
Active jamming It has legal problems such as interrupting the lawful proce-
sses.
Blocker tag It is needed additional ‘Blocker tag’.

RFID system are the ‘Kill command’ approach [22], the ‘Faraday cage’ approach
[13], the ‘Active jamming’ approach [11], and the ‘Blocker tag’ approach [11] and
so on. However the physical technologies to protect RFID system have problems
such that additional devices are needed or the form of the protection devices is
limited or legal problems exist. Therefore, in the recent RFID system, the au-
thentication technologies using cryptographic approach are proposed. Until now,
the hash-lock protocol [18, 19, 21, 22|, the randomized hash-lock protocol [21, 22],
the external re-encryption protocol [10], the hash-chain protocol [14], and the
hash-based ID variation protocol [9] are proposed. However previous protocols
have many problems that protocols are vulnerable to replay and spoofing attacks
or tag can be tracked. In this section, we analyze the problems of the previous
RFID authentication protocols.

3.1 The Hash-Lock Protocol

The hash-lock protocol 18,19, 21, 22] uses metal D to hide tag’s real ID. How-
ever metalD is fixed. So attacker can track the tags and protocol is vulnerable
to replay attack. In addition, protocol is vulnerable to spoofing attack when at-
tacker disguises the right reader and receives the metal D from the tag then dis-
guises the right tag and gets the key from the right reader sending this metalD.
Fig. 2 shows the process of the hash-lock protocol.

\ 1.Query
3.metalD 2.metalD
4.(key,ID
DB (key.ID) Reader| s5.xey Tag
6.1D
~—
m _melaID “

metalD=H(key)

Fig. 2. The hash-lock protocol
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Fig. 3. The randomized hash-lock protocol

3.2 The Randomized Hash-Lock Protocol

In the randomized hash-lock protocol [21,22], the tag makes random number
then sends it to the reader as a response on every session. However I Dy, is sent
to the tag through the insecure channel. So the tag can be tracked. In addition,
the protocol is vulnerable to replay attack since attacker can disguise the right
tag when the attacker overhears the tag’s response R, H(IDg||R) then sends
it to the reader. Besides the protocol is vulnerable to spoofing attack since the
attacker can disguise the tag. For example, the attacker disguises the right reader
and receives the response R, H(IDy||R). Then the attacker sends R, H(IDy||R)
to the right reader as a response when the right reader queries. Fig. 3 shows the
process of the randomized hash-lock protocol.

3.3 The External Re-encryption Protocol

The external re-encryption protocol [10] is theoretically more secure than pre-
vious protocols because of using a public key cryptography technique to protect
the tag’s ID. However the external devices such as a reader to perform encryp-
tion and decryption instead of the tags since the public key cryptography needs
much computation and the tags can’t compute the public key encryption and
decryption. In this protocol, the encrypted tag’s ID is fixed. So it has a problem
that the tag’s data is often rewrites to protect the secret information. Besides
the protocol isn’t suitable for ubiquitous environment as the protocol needs the
external devices and the user’s action for re-encryption.

3.4 The Hash-Chain Protocol

In the hash-chain protocol [14], the tag always sends different responses when
the reader queries using two different hash function. So the attackers don’t know
what tag responds although the attackers know the tag’s response a;;. The
attacker can’t know that different responses of a tag are from the same tag.
However the attackers can disguise the right tag when the attackers resend a; ; to
the reader. Therefore, the protocol is vulnerable to replay and spoofing attacks.
In addition, the hash-chain protocol has a heavy burden on back-end database
to authenticate tags since the protocol computes hash function ¢ times on every
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Fig. 4. The hash-chain protocol
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Fig. 6. The unsuitability of the hash-based ID variation protocol for the distributed
database environment. © When a customer contacts the merchant for warranty service,
the merchant can examine the genuineness of the product(the customer’s tag). @ Then
the data of the product and merchant’s database are updated. @ When the merchant
sends the product to the manufacturer for the warranty service, the manufacturer can’t
examine the genuineness of the product since the I D of the product is different from

Product (Customer’s tag)

the ID in the manufacture’s database.(h(14) # h(3))

tag. Besides, the cost of the tag increases as the tag should include two different

hash functions. Fig. 4 shows the process of the hash-chain protocol.
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3.5 The Hash-Based ID Variation Protocol

The hash-based ID variation protocol [9] exchanges ID as a tag’s identification
information on every session like the hash-chain protocol. This protocol is secure
against replay attacker since the tag’s ID is renewed by random number R and
TID and LST are updated. TID means that the last transaction number and
LST means that the last successful transaction number. However the attackers
can be authenticated when the attackers disguise the right reader and receives
H(ID),H(TID @ ID), ATID from the tag then sends them to the reader as a
response before the tag performs the next authentication session. In this time,
if the attackers don’t transmit the information described at step 5 in Fig. 5, the
tag regards that the information is lost then the tag don’t update its ID. So
the attackers can track the location of the tag since H(ID) is fixed before the
tag performs the next authentication session and updates its H(ID). Besides
IDs of the the back-end database and tag are updated on every session. So this
protocol isn’t suitable for ubiquitous computing environment that the distributed
databases exist. Fig. 5 shows the process of the hash-based ID variation protocol
and Fig. 6 shows that this protocol is not suitable for ubiquitous computing
environment using distributed databases. In Fig. 6, the data of the product and
the two databases are taken from [9].

4 The Proposed Protocol

The proposed protocol uses the challenge-response method [12]. First, the reader
queries to the tag with a random number. Then the tag responds using this
random number and random number generated by itself. So the protocol is secure
against the replay and spoofing attacks which are pointed at previous protocols.
In addition the protocol has a merit that it can be applied to a ubiquitous
environment that databases are distributed. This is different from the Hash-
based ID Variation protocol since the proposed protocol doesn’t update I D of
the tag.

4.1 Structure

In the proposed protocol, the back-end database stores ID and the other infor-
mation of the tags and authenticates tag using only hash function computation.
The reader generates only one random number and requires only temporary
memory to store data that is transmitted between tags and back-end database.
The parameters used in the proposed protocol are showed in the next. And Fig.
7 shows the process of the proposed protocol.

[Parameters]

— Query: Requesting the responses of the tags.
— ID: The secret authentication information of the tags such as EPC[6, 16].
L bits.
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H(): The one-way hash function. H : {0,1}* — {0,1}".

— Rycader: The random number that is generated by the reader and is trans-
mitted to the tags on every session. M bits.

— Riag: The random number generated by the tags. N bits.

||: Concatenate function.

— —: Transmitting.

? .
=: Comparison.

4.2 Authentication Phase

(Step 1: the reader) The reader broadcasts to the tags with a Query and a
random number R, cqder-

reader — tags: Query, Rreader

(Step 2: the tag) The tag concatenates a random number R;,, generated by
itself, a challenge R,cqqer, and ID then hashes them. Then the tag transmits
H(ID||Rreader||Riag) to the reader as a response to Query with Ryqyg.

tag — reader: H(ID| Rreader||Rtag)s Rtagl

! However, the number of gates to compose low-cost tag is 7.5-15Kgates. In these
gates, the number of gates that can be used to implement cryptographic technology
is 2.5-5Kgates [20]. So the number is not enough to generate a random number Ryqq
using random number generator. Therefore, to improve the efficiency of the proposed
protocol, the tag may concatenate key that is embedded in the tag when the tag

is produced, a random number Riggl generated in the former session and Ryeader
received from reader then hashes them to generate a new random number Riag for
the current session. When the tags produce Riag, R?ag is H(key), where key is a
secret information.
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(Step 3 : the reader) The reader transmits R.cqqer to the back-end database
with H(ID||Ryeqder||Rtag) and Ryqq received from the tag.

reader — back-end database: H(ID| Rycader || Rtag), Rreaders Rtag

(Step 4 : back-end database) For all IDs stored in the back-end database, the
back-end database concatenates 1D, Rycqger and Riqq then hashes them. Then
the back-end database compares it with H(ID| Ry eqder|| Riag) received from the
reader to authenticate the tag.

back-end database:
comptted H(ID||Rycader||Riag) = received H(ID||Ryeader | Riag)

If the authentication is successful, the back-end database sends H (I D||Ryqg)
to the reader.

back-end database — reader: H(ID||Rqq)

(Step 5 : reader, tag) The reader transmits H (ID||R;qq) received from back-end
database to the tag.

reader — tag: H(ID||Riag)

The tag concatenates its /D and R4 generated in step 2 then hashes them.
Then the tag compares it with H(ID| Ryg4) received from the reader to authenti-
cate back-end database. If the authentication is successful, the tag authenticates
back-end database and the authentication session is successfully finished.

tag: computed H(ID| Rqq) Z received H(ID||Ryqyq)

4.3  Security Analysis

The previous protocols are vulnerable to the replay attack, spoofing attack and
can be tracked by an attacker. In the proposed protocol, the tag transmits differ-
ent response on every session using a random number received from the reader.
So the proposed protocol is secure against replay attack and spoofing attack. In
addition, the proposed protocol protects tracking by the attackers.

In this section, we analyze how the proposed protocol is secure against the
attacks described in 2.2.

(1) Security against the spoofing attack
The attacker performs the following attack.
@ The attacker disguises as a right reader then sends Query and R,¢qqer to the

tag.
@ The attacker gets H(ID||Ryeqder || Riag), Riag from the tag as a response.
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® In the next session, when the right reader transmits Query, R.._,.,.. the
attacker responds with H(ID| Ryeqder||Riag); Riag in order to disguise as a
right tag.
If Rreader is different from R, ... (Rreader # Rionger)s the probability that
attacker disguises as a right tag is negligible because of the collision-resistance
property of hash function. So the proposed protocol is secure against spoofing

attack.

(2) Security against the replay attack

The attacker performs the following attack.

@ After the reader transmits Query, Ry cqder to the tag, the attacker eavesdrops
H(ID||Rycader || Rtag), Rtag that is the response of the tag.

@ In the next authentication session, when the reader transmits Query, R...,jors
the attacker responds with H(ID||Ryeqder||Riag), Riag in order to disguise
as a right tag.

reader
attacker disguises as a right tag is negligible. So the proposed protocol is secure

against replay attack. Besides if the one-way hash function such as MD5 [15],
SHA-1 [7] is secure, the attacker doesn’t know ID of the tag because of the
one-wayness property of hash function. So it is impossible to produce a right
response H(ID| R/ | Rtag)-

reader

If Rycader is different from R/ (Rreader # Ri.onger), the probability that

(3) Security against the traffic analysis and tracking
The attacker performs the following attack.

@ To receive responses, the attacker disguises the reader then transmits fixed
Query and Rycqqer to the tag or overhears the information between the
reader and the tag.

@ The attacker analyzes the response of the tag, H(ID| Rycader|| Rtag), Rtag to
know which tag sends it.

Since H(ID||Ryeader||Rtag) is produced using a random number R,y and I.D
that the attacker doesn’t know, H(ID||Rycqder || Riag) becomes different on every
session. Therefore if the one-way hash function is secure, the attacker doesn’t
know which tag responses with H(ID| Ryeader||Riag)-Therefore the attacker is
impossible to analyze the traffic and to track the location of the tag.

(4) Security against the interruption of transmitted information

The proposed protocol provides a mutual authentication between the reader
and the tag. If the message loss occurs, the reader or the tag can detect it.
Besides the ID of the tag is fixed so that the loss of the information in the back-
end database doesn’t occur. However in the Hash-based ID Variation protocol,
the loss of the information in the back-end database may occur.
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Table 2. Comparison of the security (O : secure, X : not secure)

Attacks Hash-lock Randomized Hash-chain Hash-based Proposed
hash-lock ID variation protocol
Spoofing X X X X O
Replay X X X O O
Traffic analysis X X O O O
Weak anonymity X X O O O
Strong anonymity X X O X O
DB sync Not need  Not need Not need Need Not need

Table 2 shows the security of the proposed protocol comparing with the previ-
ous RFID authentication protocols. In Table 2, ‘Weak anonymity’ means that the
recipient of response generated by the tag can verify that it is a valid response of the
query, but cannot discover which tag made it. And ‘Strong anonymity’ means that
the recipient of a response generated by the tag can verify that it is a valid response
of the query, but cannot decide whether two responses have been generated by the
same tag. In addition, ‘DB sync’ means that the necessity of sync between the back-
end database and the tags in order to protect the loss of information. Only in the
hash-based ID variation protocol, the loss of information in the back-end database
is considered since the authentication information of the tag becomes different on
every session. Otherwise, the authentication information of the tag is fixed. So the
loss of information in the back-end database does not matter.

4.4  Efficiency of the Proposed Protocol

In the proposed protocol, the tag needs a random number generator. But if we use
RY,, = H(key), Ri,, = H(keyHRi;ngRreader) as Ryqq to improve the efficiency
of the proposed protocol, the tag needs to embed only one hash function. So, it
is suitable for low-cost tag. In the proposed protocol, the tag performs 2 hash
operations and generates a random number using a random number generator.(In
the improved version, the tag performs 3 hash operations but no random number

generator is needed.) The reader generates a random number only one time. And
the number of IDs 1, operations

the back-end database averagely performs 5
in order to authenticate tag. In addition, the additional one hash operation is
needed to generate the authentication information of the back-end database.

If the size of ID, key, Ryecader and Ry,q is equal to L bits, the tag needs 2L bits
memory to store 1D, Riqq(In the improved version, additional L bits memory to
store key is needed) And the back-end database needs L bits memory per one
tag to store ID of each tag.

Table 3 shows the efficiency of the proposed protocol comparing with the
previous RFID authentication protocols. In Table 3, It is assumed that the size
of the secret information ID,S;; and the one-way hash function is equal to
H:{0,1}" — {0, l}L. In addition, it is assumed that TID and LST in Hash-
based ID Variation are L bits.
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Table 3. Comparison of the efficiency

Memory(bits) Computation(times) Suitability to
distributed
T | e |TE | R P S
Hash-lock 2L 4L H:1 - - O
Randomized hash-lock L[ R:LH:1|H: w 0
Hash-chain L |2 H:2 - H: wxi 0
Hash-based ID variation 3L 8L H:3 - R:1,H:3 X
Proposed protocol L | R:1,H:2 [R:1 H:wﬂ 0
G (H: 3)*

H : the hash function operation, R : generating a random number
* in the improved version.

In this paper, it is not considered the memory of the tag’s information since
the tags’ information such as producer, production date, price in the back-end
database are variable each back-end database.

In the hash-based ID variation protocol, the back-end database needs two
records per tag to prevent message loss. However the back-end database needs
only one record per tag in the proposed protocol since the 1D of the tag is fixed.
Therefore the quantity of total information in back-end database is smaller than
that of the Hash-based ID Variation protocol. Besides, the proposed protocol is
suitable for ubiquitous computing environment that the distributed databases
exist. On the contrary, the Hash-based ID Variation protocol that the I D of the
tag becomes different on every session is not suitable for ubiquitous computing
environment.

5 Conclusion

Many people have been researching the RFID system as a technology to realize
ubiquitous computing environment. However the automatic identification of the
RFID system brings on not only convenience of the life but also various privacy
problems. So in order to resolve these problems, many technologies have been
proposed. But the previous security technologies still have security problems and
are not suitable for ubiquitous computing environment.

In our proposed protocol, the tag responds using two random numbers re-
ceived from the reader and generated by the tag on every session. So the tag can
differently responds on every session and the protocol is secure against replay
attack, spoofing attack and tracking.

Since the proposed protocol is secure and efficient and it considers distributed
database environment, it is expected that the proposed protocol is variously
utilized to realize ubiquitous computing environment.
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With the introduction of biometrics into passports, the next generation of pass-
port books will become pervasive computing devices. In more detail passports
will be equipped with contactless RF-chips not only storing digitized biometrics
of the holder but also providing fundamental security mechanisms to protect the
authenticity, originality, and confidentiality of the data stored on the chip.

To allow global interoperable border crossing the International Civil Aviation
Organization (ICAO) has developed a specification for the security features that
must be supported by both the RF-chips and the corresponding readers. In
a nutshell, the ICAO specification determines the facial image as mandatory
biometric, and a digital signature (Passive Authentication) must be used to
protect the authenticity and integrity of all data stored on the RF-chip. To
support verification of those signatures a global Public Key Infrastructure is
also set up.

Besides those mandatory features two optional security mechanisms are also
specified that may be supported by an RF-chip: Active Authentication may be
implemented to allow readers to check that the chip is genuine and Basic Access
Control may be implemented to protect against skimming and eavesdropping on
the air interface.

This talk presents the available security mechanisms in detail and discusses
their effectiveness against potential threats. The main focus is however on the
security concept of the EU-passport, which does not only incorporate fingerprints
as mandatory secondary biometric but also provides even more advanced security
mechanisms.
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Abstract. This paper describes an efficient and strong authentication
mechanism for ad hoc sensor networks. Our protocol focuses on provid-
ing strong authentication and privacy for requests from query nodes to
the network and for the corresponding responses. Our scheme uses the
asymmetrical energy consumption of the well known public key cryp-
tosystems RSA and Rabin. As the sensor nodes are assumed to be power-
restrained, we only employ efficient public key operations at their side of
the protocol, this leaves us only with the public operations encryption
and signature verification. We have extended this set with a novel build-
ing block that allows nodes to sign messages cooperatively. We show that
our protocol is robust against attacks from both outsiders and insiders.

1 Introduction

As technology advances and integration of low-power radio, computing and sen-
sor technology becomes reality, the road is paved for distributed sensor networks
(DSNs). These networks will typically consist of 1000’s of ultra-low power nodes,
with limited communication means and CPU power [1,5, 12,10, 14].

Distributed sensor networks can be used in a wide range of applications,
including military sensing, environment monitoring, collecting vital signs of pa-
tients, smart houses, etc. As sensor networks will be deployed and possibly left
unattended in hostile environments, security is very important.

In this paper we focus on the key operation of a sensor network: pulling data
from it. We propose a novel scheme that allows low-power devices to coopera-
tively send an authenticated answer to the requests from query nodes.

1.1 Network Operation

Our security architecture is designed with the following network infrastructure
in mind. The majority of the nodes in the sensor network, sensor nodes, mea-

* This work was supported by the Concerted Research Action (GOA) Mefisto-2000/06
of the Flemish Government.

** Research financed by a Ph.D. grant of the the Institute for the Promotion of Inno-
vation through Science and Technology in Flanders (IWT-Vlaanderen).
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SID, H}, sig({SID, HS))

cell A

cell B
SID, H1, sig({SID, HY))

query node
reqID, Eq4(SID, res)

Fig. 1. Example network with three cells. Every cell has one manager node (black
square)

sure whatever property they are designed to measure, for example, temperature,
pressure, light intensity, etc. These sensor nodes are organized in cells (some-
times referred to as clusters). One node in each cell will act as a cell manager.
The cell manager is responsible for collecting information from the sensor nodes
in its cell and forwarding it to a query node or sink node. A query node requests
(pulls) a specific cell manager for an update, while a sink node is used when an
event is triggered by a sensor node and the update information is pushed to the
sink node. Obviously a single node can act as both a query and a sink node.
Figure 1 shows an example network topology with three cells. When a query
node sends a request to the cell manager to pull data from the sensors, the cell
manager broadcasts the request to the rest of its cell. Next to requests from
query nodes, an update can be triggered by any sensor and will be forwarded
to the cell manager. Sensors within a cell collect data, and locally process it
resulting in a single response or update that is transmitted to a query or sink
node respectively. The response/update is transmitted to the query/sink node
by the cell manager. The cell manager also ensures that every node in its cell
gets a copy of the final result, as this is required for our authentication scheme.

We propose an energy-efficient security architecture for sensor networks that
provides the following security properties:

1. Query nodes can authenticate their requests.

2. The confidentiality of the response/update data can be guaranteed (only the
query/sink node can read it).

3. Sensors in a cell have to cooperate in order to authenticate the response/
update. This prevents that a single malicious node in the network can provide
the query or sink nodes with incorrect information.

1.2 Assumptions

This paper is focused on providing strong authentication for the messages trans-
mitted between a cell and a query or sink node. A number of additional measures
needs to be taken to make the complete network operation secure.
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— Secure intra-cell communications. Our scheme depends on nodes to be able
to securely communicate with each other within a cell. It has little use to
protect the confidentiality of the response to some query only between the
cell manager and the query node — it also has to be protected while the cell
is negotiating on the response.

— Robust routing scheme. Query nodes need to be able to contact the sensor
nodes and vice versa. To make our scheme robust, it should be possible to
adapt the configuration of the cells as sensor nodes can stop functioning or
become corrupted.

1.3 Our Contributions

We present an authentication protocol that forces multiple nodes to cooperate in
order to be able to authenticate a message. This prevents a single compromised
or malicious node (or even a small subset of nodes) from sending authenticated
messages. Moreover, our scheme is designed to work in the setting of power-
constrained devices such as sensor nodes: the low-power devices only use the
efficient public operations of RSA or of the Rabin public key cryptosystem, or
symmetric building blocks. To the best of our knowledge no design has been
proposed in the literature that can offer similar properties.

1.4 Notation

We will use the following notations:

— N,: nonce generated by X,

— Sig,(m): signature on message m using X'’s private key,

— E,(m): public key encryption of m using X’s public key,

— Ex[m]: symmetric encryption of m using symmetric key K,

— MACk[m]: Message Authentication Code of m using symmetric key K,
— {a, b): concatenation of a and b.

2 Efficient Encryption and Signature Verification

We use the asymmetric computational cost of the RSA and Rabin public key
cryptosystems [7]. The textbook version of the RSA public key encryption scheme
works as follows:

— Each user generates two large primes p and ¢.!

Each user picks a public exponent e and computes the inverse d = e
mod ¢(pq), with ¢() indicating the Euler function.

The public key for a user is the pair (n = pg, e); the private key consists of
the prime factors p and ¢, or the pair (n,d).

The encryption c¢ of a message m is equal to ¢ = m® mod n.

— The decryption m of a ciphertext c is equal to m = ¢? mod n.

-1

! “lgrge” in this context means 512 or more bits.



Efficient Cooperative Signatures: A Novel Authentication Scheme 89

In order to make RSA more efficient, popular choices for the RSA public expo-
nent e are either 3 (not recommended) or 65535 (= 216 — 1), while the value
d has about the same bit length as the modulus n. This means that the com-
putational effort of encrypting (public operation) is much less than decrypting
(private operation).

The textbook version of the Rabin public key encryption scheme is very simi-
lar to RSA, but it uses the even public exponent e = 2.? This is not a special case
of RSA as this function is not 1-to-1: every ciphertext ¢ = m? mod n results
in four possible plaintexts. Redundancy in the plaintext is required to ensure
that only one square root is a legitimate message. Rabin encryption (public
operation) is extremely efficient as it only involves a single modular squaring.
By comparison, RSA with e = 3 requires an additional modular multiplica-
tion. Rabin decryption (private operation) is comparable in efficiency to RSA
decryption.

The same efficiency difference holds for the RSA and Rabin signature schemes,
where signing is equivalent to “decrypting” (private operation) and verifying is
equivalent to “encrypting” (public operation). In all cases the public operation is
very efficient, while the private operation is rather inefficient and requires a large
computational effort [16]. While public key operations are sometimes considered
too expensive for ultra low-power devices such as sensor nodes, we argue that
RSA with a small public exponent or the Rabin public key cryptosystem allow
the use of the public operations in these power-restrained devices.

3 Lamport One-Time Digital Signatures

Lamport proposed a so-called one-time signature scheme based on a general one-
way function (OWF) F' [6]. Lamport’s scheme can be used to sign a single bit
in the following way: the secret key consists of two random values xg and z1,
while the public key is the pair {F(z), F'(z1)}. The signature for bit b is x. For
signing longer messages, several instances of this scheme are used. Lamport’s
scheme was further generalized in [2,3,8,15]. There are other approaches like
[9,11] but these are not suitable for our purposes.

3.1 Lamport Scheme Using the Winternitz Improvement

One generalization of the Lamport scheme attributed by Merkle to Winter-
nitz [8] is to apply the OWF F' to the secret key iteratively a fixed number of
times, resulting in the public key. Briefly the scheme works as follows. Sup-
pose we wish to sign a m-bit message M. First the message M is split in
m/t blocks of size t bits. Let these parts be Mj,..., My, ;. The secret key
is sk = {xo,..., T} where x; is a [-bit value . The public key is pk =
(P =0m/t(g0), F*~Y(21),... F*~'(2,,/,)}°. The signature of a message M

2 Note that all possible RSA public exponents e are odd.
3 Note that F?() = F(F()) is applying the OWF F twice iteratively.



90 S. Seys and B. Preneel

is computed by considering the integer value of the blocks Int(M;) = I;. The
signature Sig(M) is composed of m/t +1 values {so, ..., s,,/:} where, for i > 1,

s;i = F2=171i(g;) = F~1i(y,;), while sy = inli(xo) for 1 < i < m/t. The
signature length is I[(m/t 4+ 1). On average, computing a signature requires 22tTm
evaluations of F'. To verify a signature, one splits the message M in m/t blocks
of size ¢ bits. Let these parts be My, ..., My, ;. One then verifies that pk equals

{FQt_l_Zi i(s0), FI (s1), .. L FImit(s,,0)} for 1 < i < m/t. It is possible to
prove that forging a signature of a message M’ given a message M, a valid
signature Sig(M) and the public key requires inversion of the function F.

In practice we assume that F' maps 64 bits to 64 bits. Since collision resistance
is not required from F we believe that this parameter is sufficient. In order to
prevent attackers from building a large table of evaluations of F', F' can be made
different for each signature by defining F'(x) to be G(Salt||z), where G is a one-
way 128 bits to 64 bits function and Salt is generated at random by the signer
and transmitted to the verifier. Suitable F’s can be constructed from efficient
block ciphers such as AES or from fast hash functions such as SHA-1.

Further we assume that the message M that needs to be signed is hashed
with a cryptographic hash function such as SHA-1 before it is fed to the signing
algorithm. If the length of the message is smaller than the output of the hash
function, then the hash function is not applied. This ensures that the input
length of the signing algorithm is at most the output length of the hash algorithm
being used.

Note that the secret key sk = {z, ... ,xm/t} can be generated with a good
pseudo-random generator using a single seed x. This means that storing the
secret key only requires [ bits instead of (m/t)l bits. Obviously this is not true
for the public key.

3.2 Merkle Trees

One disadvantage of the Lamport scheme is the size of the public key. All verifiers
need an authenticated copy of this public key in order to verify the validity of
a signature. Merkle proposed the use of binary trees to authenticate a large
number of public keys with a single value, i.e., the root of the tree [8]. A Merkle
tree is a complete binary tree with a n-bit value associated to each node such
that each interior node value is a OWF of the node values of its children (Fig. 2):

Pli,jl = F((P[i,(i+j—1)/2],P[(i +j + 1)/2,]])) -

The N values that need to be authenticated are placed at the IV leaves of the tree.
Although the leaf value may be chosen arbitrarily, usually it is a cryptographic
hash of the values that need to be authenticated. In this case these values are
called leaf-preimages. A leaf can be verified with respect to a publicly known
root value and the authentication path of the leaf. We assume that the public
keys of the Lamport one-time signature scheme (Sect. 3.1) are stored at the
leaf-preimages of the tree (one public key per leaf-preimage).
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Authentication Paths. Let sib; be the value of the sibling of the node on
height ¢ on the path from the leaf to the root. A leaf has height 0, the OWF of
two leaves has height 1, etc., and the root has height H if the tree has 27 leaves.
The authentication path is then the set {sib; | 0 < i < H}. For example, the
gray nodes in Fig. 2 are the authentication path for leaf ys.

A leaf may be authenticated as follows: First apply the OWF to the leaf and
its sibling sibg, then apply the OWF to the result and siby, etc., all the way
up to the root. If the calculated root value is equal to the published root value,
then the leaf value is accepted as authentic. This operation requires log,(N)
invocations of the OWF.

Authentication Path Generation. The goal of Merkle tree traversal is the
sequential output of the leaf values and their authentication paths. In [8], Merkle
presents a straightforward technique that requires a maximum of 2log,(N) in-
vocations of the OWF per round, and requires a maximum storage of logy(N)/2
outputs of the OWF. In [4], Jakobsson et al. present an algorithm which allows
a time-space trade-off. When storage is minimized, the algorithm requires about
2log,(N)/ log,(logy(N)) invocations of the OWF, and a maximum storage of
1.5 loga(N)/ log,(logy (N)) outputs of the OWF. Finally in [13], Szydlo presents
an algorithm that requires 2log,(N) time and a maximum storage of 3log,(N).
All three Merkle tree traversal algorithms described here start with the calcu-
lation of the tree root. During this root calculation, the initial internal state
of the algorithms are also calculated and stored in memory. This initialization
requires N — 1 invocations of the OWF.* The initial state storage requirements
are maximized as stated before.

3.3 Public Key Chaining

Another means for producing multiple one-time signatures associated to a single
public key is the use of public key chaining. In this technique the public keys
are still computed by applying a OWF F multiple times to the private key, but
now the OWF is applied s times more than in the simple case of Sect. 3.1).
This enables us to use the same private key s times. Figure 3 shows an example
of this process. The columns in Fig. 3 represent OWF-chains starting from the
top, going downwards. The public key of the first signature to be generated with
the private key sk is depicted by the bottom row pk. Recall that s; = F—': (yi),
this means that computing a signature is equivalent with going up the chain
I; times; this is depicted by the arrows pointing up.? For the next signature,
the public key becomes the previous signature, and the signature is computed
by going up the chains I; times starting from that point, etc. The disadvantage
of this technique is that the computational effort for the signatures is larger

4 The cost of this initial setup is not included in the time and storage requirements
stated previously.

5 In practice the signer has to start from the private key and compute downwards
since the function F is irreversible.
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Fig. 2. Merkle tree with 8 leaves. The root Fig. 3. Public key chaining: the previous

P[1,8] can be used to authenticate the signature becomes the public key for the

complete tree following signature. This process continues
until the secret part of one of the chains
becomes to short

as the chains are longer. This technique provides a means to exchange storage
requirements for computation time.

4 One-Time Cooperative Signature Scheme

4.1 High Level Overview of the Protocol

Figure 4 depicts the preparation phase of the signature scheme. First an error-
correcting code is applied to strengthen the scheme. Let H' = ECC(H) be the
result of applying the error-correcting code EFCC to the cryptographic hash H
of the original message M. Now we split H' in k parts H{, ..., H;. Every node is
assigned a subset of these parts to sign using the scheme explained in Sect. 3.1.
Let k be the number of users in a group, and b the maximum allowed number
of non-cooperative users in this group.
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Fig. 4. Preparation phase of the signing process
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4.2  Error-Correcting Codes

The use of an error-correcting code that can recover the original message from

a fraction % of the code words provides the following properties:

— Robustness. If at least k — b parts of the signature arrive unaltered, a valid
signature can be recovered from them.

— Honest insider detection. If no more than b out of k users misbehave (i.e., by
signing a different message or by creating an invalid signature), the honest
users can be identified using their valid partial signatures.

We use a concrete example to further clarify this. Suppose we have a group of
k = 15 users and use a cryptographic hash function with a 160-bit output. Every
user computes the hash value of the original message M resulting in the 160-
bit message hash H. Further suppose that we want to be able to reconstruct a
valid signature even if b = 3 out of the 15 users refuse to cooperate. One error-
correcting code that can achieve this property is a (45,27) Reed-Solomon code
over GF(2%) [17]. This code operates in the g-ary alphabet (¢ = 25) and encodes
27 information symbols into 45 code symbols, having a fractional redundancy
of 40%, and guarantees a 9 symbol-error-correcting capability. As each user is
supposed to sign its 3 designated code words, 3 malicious users cannot corrupt
more than 9 code words and hence the signature can be recovered from the
remaining 36 code words. Adapting the scheme to the group size k and threshold
b is simply a matter of selecting a suitable error-correcting code.

Note that our scheme requires that more than half of the users behave cor-
rectly. If more than half of the users in a cell behave incorrectly, they can coop-
erate and jointly sign some altered message M, regardless of the error-correcting
code that is used.

4.3  Partial Signatures

After applying the error-correcting code, user i uses the following scheme to sign
its designated part H] of H'. First ¢ increments the Signature Identifier (SId) and
concatenates it with its identity ID; resulting in SID,. This SID; together with
H! are signed using the scheme explained in Sect. 3.1. The SId is used to link the
different partial signatures with each other. Without this link an adversary could
collect partial signatures on different messages and try to combine them to create
a signature on a new messageS. The identity ID; is included in the signature
in order to allow a user to prove that he created a valid partial signature on
the message M. Finally the user transmits (M, SID,, H/, Sig,({(SID;, H!))) to
the verifier.

Note that in many cases, depending on the k and b parameters, the length of
H| together with SID; is less than 160 bit. This means that the computational
cost of a partial signature is less than the cost of a normal individual signature.

6 Note that if a hash function is applied to the message before it is signed, the adversary
will only obtain a valid signature on a message hash. She still needs to invert the
hash function in order to get a signature on a message itself. This is referred to in
the literature as existential forgery.
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4.4 Verification

Upon receiving the message M, its multiple parts H] of H’', and their correspond-
ing partial signatures Sig;((SID;, H/)) from the different cooperating signing
users in a group, the verifier uses the following protocol to verify the correctness
of the complete signature on the message M.

First the verifier checks if Sig,({(SID,, H!)) is a valid signature on (SID,, H!)
for all the individual partial signatures using the protocol described in Sect. 3.1.
Next the verifier checks whether there are enough valid signatures, if so, the
verifier recombines the different H/ (replacing missing or invalid parts with 0’s)
into H’. Enough here means at least k — b valid parts. The verifier now decodes
this H' into H using the error-correcting code. Finally the verifier checks whether
H equals the cryptographic hash of the received message M. Depending on the
result of this verification process, the verifier can conclude the following:

1. If there are sufficient valid partial signatures and H equals the computed
H, then the combination of the different partial signatures is accepted as a
valid signature on the message M, and the users that did generate a valid
partial signature can be identified;

2. if there are sufficient valid partial signatures but H is not equal to the com-
puted H, then the cooperating users signed different messages (indicating
an attack by users inside the group), or the message was altered (indicating
a Denial of Service (DoS) attack by insiders or outsiders);

3. if there are insufficient valid partial signatures, then this indicates a DoS
attack by insiders or outsiders.

4.5 Informal Security Analysis

The one-time signatures on the H!’s protect them from being altered by an
adversary. This means that the verifier can be assured of the validity of the
received H] and the identity ID; of the user that signed it. The use of unique
identifiers that link the partial signatures make it impossible to combine partial
signatures on different messages in order to create a signature on some new
message. These measures prevents outsiders from altering the signed messages
or creating a valid signature on a new message.

The scheme also protects against a limited number of maliciously collabo-
rating insiders. If no more than b malicious insiders do not follow the correct
signing process, then they cannot prevent the rest of the users to create a valid
signature. The valid partial signatures can be used to identify the honest users.
If more than b malicious insiders do not follow the correct signing process, then
they can prevent the others from creating a valid signature (DoS attack). If more
than k —b—1 malicious insiders collaborate to sign an altered message M (while
the remaining honest users faithfully sign M), then the attackers will succeed

and can produce a valid signature on M. Note that in this case the verifier will
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incorrectly conclude that the honest users are trying to disrupt the signing pro-
cess. It is easy to see that our scheme can only support thresholds b smaller
than k/2.

5 Security Architecture

In the previous sections we have showed how we can achieve the following ef-
ficient public key operations: (1) encryption, (2) signature verification and (3)
signature generation (cooperative or individual). In this section we propose a
scheme that uses these building blocks to provide strong authentication for
query-response conversations between query (sink) nodes and cells in the sensor
network. Note that in our setting the low-power devices do not possess an asym-
metric decryption (private) key since we assume that the decryption operation
is too power consuming.

Our scheme requires the following Public Key Infrastructure (PKI) to be in
place:

1. Every query and sink node has a private/public key pair for signing and
another pair for encryption, both accompanied by a certificate signed by
some third party.

2. Every sensor node has an authenticated copy of this third party’s public key
in order to be able to verify the certificates of the query or sink nodes. Note
that signature verification is an efficient operation.

3. Every sensor node has a number of private/public key pairs to be used with
the one-time signature scheme explained in Sect. 4. In Sect. 5.2 we show how
these key pairs can be renewed.

5.1  Strong Authentication Between Query Nodes and Cells

Using the proposed building blocks, implementing the authentication scheme
itself is straightforward.

Authenticated Requests. When a query node @) wishes to send an authenti-
cated request req to a manager node M, it uses the following protocol:

Q — M : reqID,req, Sig,({reqID, req)) .

The reqID is incremented for every request and stored in memory by both the
query node and the manager nodes. Only requests with an req/D larger than
the one in memory are accepted. The signature in combination with the reqID
ensure the manager node that the request is not a replay and that it originated
from a valid query node. If freshness of the request must be guaranteed, then a
three-message challenge/response can be used:

@ — M : notify (1)

Qe M: Ny (2)
Q — M : req, Sig,(req, Nm)  (3)
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Here the first message is only necessary to notify the manager node that the
query nodes wishes to send an authenticated request. In the push model towards
a sink node this message is not necessary.

Authenticated Replies or Updates. For this purpose we developed the Co-
operative Signature Scheme explained in Sect. 4. Obviously our scheme can be
used in any low-power setting were a single device is not trusted to sign a message
individually. As we explained, we assume that upon arrival of a valid request, the
manager node broadcasts the request to the cell, and the cell locally computes
the best result from the collective data. The manager ensure that all nodes in its
cell know this final result res. Once the final result is established, the manager
node replies to the request with the following message: (reqID, E,((SID, res))).
This message contains the identity of the corresponding request and the encryp-
tion (with the query nodes public key) of the final result and the SID that will
be used for the cooperative signatures.

All nodes in the cell employ the cooperative signature scheme in order to
create the partial signatures on the final result res. These partial signatures
(H/, Sig,({SID, H]))) are transmitted by every node in the cell to the query
node (see Fig. 1). The query node collects all partial signatures and verifies
the correctness of the complete signature on the result res it received from the
manager node. Note that the result of this verification process might be used to
distinguish between honest nodes and possibly uncooperative sensor nodes.

5.2  One-Time Secret Key Updates

Two important aspects in the use of one-time signature schemes is (1) generating
public keys, and (2) providing the verifier with an authenticated copy of these
public keys [8]. In our architecture we efficiently solve this problem by reversing
it: we let the verifier (query nodes) generate the public key and transmit an
authenticated and encrypted version of the corresponding private key to the
signers (sensor nodes). This has multiple advantages:

1. The computational burden of generating the random private keys and com-
puting the corresponding public keys is off-loaded from the low-power sensor
nodes. When Merkle trees are used, computing the root node and the ini-
tial internal state of the tree traversal algorithm is also off-loaded from the
sensor nodes.

2. The verifier automatically obtains an authenticated copy of the public key.

3. The private key sk can be generated from an I-bit seed sk. This means that
transmitting the private key to the signer is more efficient than transmitting
the public key to the verifier. This is true particularly in this case where
there is only one dedicated verifier.

The disadvantage is that the secret key is known by two parties, but in this
scenario that is not an issue, as the query nodes are assumed to be trusted.
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Public Key Authentication Using Public Key Chaining. The query node
Q first generates n private keys sk; from the seeds sk; and computes the public
keys pk;. Protocol (1) shows the scheme we propose in order to install these
new key pairs when authenticating public keys using public key chaining. First a
symmetric session key K is established between the sensor node S and the query
node Q. The signature in message (2) is required to provide the query node with
prove that this session key K is really generated by sensor node S. In the last
message, the query node transmits an encrypted set of new private keys, and
authenticates them with a MAC. Both the encryption key and authentication
key are derived from the session key K.

Note that this protocol is only efficient if multiple secret keys are transferred
using the session key K since one signature is required in message (2). Even the
small sensor nodes should be able to store multiple private keys simultaneously
since only a single I-bit seed has to be stored per private key (the sensor nodes
do not need to store or compute public keys in this case). The query node has
to store the bottom rows of all n key chains, i.e., all the public keys (see Fig. 3).

Protocol (1): One-time Secret Key Update Protocol when Using Key Chaining

Pre-protocol setup: The query node @ prepares n fresh private/public key pairs
(ski, pk;) that are to be used by sensor node S. The private keys sk; are generated
by the seed values sk,.

Conventions: Ky and K> are two distinct keys derived from the session key K.
Protocol messages:

Q— S: Ny 1
Q +— S: Ng, Ns, Eq(K), Sigs(Ng, Ns, K) (2)
Q — S: FEg,[sky,...,sk,], MACk,[sk,,...,sk,, Ns] 3)

Result: Node S can now use the new secret keys to sign messages.

Public Key Authentication Using Merkle Trees. When using Merkle trees
to authenticate the public keys, the query node @ first generates n private keys
sk; from the seeds sk; and computes the public keys pk, as before. The hashes of
these public keys h(pk;) are then placed at the leaves of a Merkle tree. Finally the
query node calculates the root of the tree and the initial internal state Init of the
tree traversal algorithm. The sensor node requires the following information in
order to sign messages and compute authentication paths: the sk,’s, the h(pk;)’s
and Init. Note that both sk, and h(pk;) are short bit-strings (compared to a
complete public/private key) and that the size of Init is maximized by 3log,(n)
[-bit values when using Szydlo’s tree traversal algorithm.

The protocol messages of Protocol (1) can be reused when using Merkle trees
when replacing message (3) by:

Q — S EK1 [m},MACKZ [m] with m = <{$i,h(pki)}1§¢§n,lm't> .
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After successful completion of the private key update protocol the query
node only has to store the root of the Merkle tree in order to be able to verify
signatures. When using Merkle trees, the sensor node has to regenerate the public
key when signing a message and include it in the signature as the verifier (i.e.,
the query node) needs the public key to verify the validity of the signature.

Comparison. When using public key chaining, generating signatures requires
multiple evaluations of the OWF F as the signer has to work his way down the
chains starting from the top (Fig. 3). Next to this the verifier needs to store the
current public key in memory.

The use of Merkle trees requires that the signer computes the public key and
the authentication path and includes both in the signature. On the other hand,
the verifier only needs to store the root of the tree. The size of message (3) of
Protocol 1 when using Merkle trees will be about double the size of this message
when using public key chaining.

The optimal choice depends on multiple factors such as the number of ver-
ifiers, relative cost of communications and computations, specific scenario in
which the protocol is used, etc.

6 Related Work

Zhou and Haas present a distributed key management service based on threshold
cryptography [18]. In particular the functionality of the Certification Authority
(CA) is distributed among multiple nodes in the network (servers). A node has
to collect and combine partial signatures on its certificate from a subset of these
servers. Distributing the secret key of the CA prevents an attacker from com-
promising the whole PKI by capturing a single node. This scheme relies heavily
on demanding public key operations, while our scheme only uses efficient opera-
tions. Moreover, in the scheme of Zhou and Haas, the workload for every partial
signer is exactly as large as in the case when he would sign the message individ-
ually. Hence the cost of a cooperative signature is k times larger than the cost of
a normal signature. In our scheme the cost of a partial signature will normally
be smaller than the cost of a normal signature, so the nodes actually distribute
the workload amongst each other.

7 Conclusions

In this paper we have described an efficient and strong authentication mecha-
nism that enables query nodes and cells to securely exchange request/response
conversations. As the sensor nodes are assumed to be power-restrained, we only
employ efficient public key operations at their side of the protocol. We have
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developed and presented a new building block that allows nodes to sign messages
cooperatively and have shown that our protocol is robust both against attacks
from outsiders as from insiders.
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Abstract. The ephemeral pairing problem requires two or more specific
physical nodes in a wireless broadcast network, that do not yet know
each other, to establish a short-term relationship between them. Such
short-lived pairings occur, for example, when one pays at a check-out
using a wireless wallet. This problem is equivalent to the ephemeral key
exchange problem, where one needs to establish a high-entropy shared
session key between two nodes given only a low bandwidth authentic (or
private) communication channel between the pair, and a high bandwidth
shared broadcast channel.

We study this problem for truly anonymous broadcast networks, dis-
cuss certain impossible scenarios and present several protocols depending
on the type of communication channel between the nodes.

Keywords: Authentication, identification, pairing, key exchange, anony-
mous networks.

1 Introduction

The ephemeral pairing problem (introduced in [Hoe04]) consists of establishing a
short-term relationship between two or more specific physical nodes in a wireless
broadcast network that do not yet know each other. Ephemeral pairings occur,
for example, when one pays at a check-out using a wireless wallet. As opposed to
paying with a smart card by inserting it into a specific terminal, using a wireless
connection (like Bluetooth! or IrDA?) gives no guarantee that two physical nodes
that want to communicate with each other are actually talking to each other.
Without any countermeasures one might end up paying for the customer at the
check-out next to you.

To achieve such short-lived pairings, we do not wish to rely on any secret
information shared a priori among the nodes. For the large scale systems where
we expect the ephemeral pairings to play a part, such a secure initialisation might
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! See http://www.bluetooth. com.
2 See http://www.irda.org.
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be costly and carry a huge organisational burden. Instead, we allow the nodes in
the system to exchange small amounts of information reliably and/or privately.

Two typical application scenarios may help to understand the issues involved.

Consider for example the case where someone wishes to pay using a wireless
wallet at a checkout counter of a large supermarket. There are many checkouts,
and many customers paying simultaneously. To pair the wallet with the right
checkout counter, the counter could generate a small random number every time
a new customer arrives, and show this number on its display. Subsequently, the
customer enters this number on his wallet to initiate the pairing. In this case, the
customer knows the source of the random number and uses the number displayed
by the counter at which it wants to pay. In other words, the random number is
authentic. However, eavesdroppers may also be able to read the number from the
display, and hence the number is not private. If eavesdropping is made impossible,
the communication is both authentic and private.

As an example for the private case® consider the following. Instead of a display
at each counter, the supermarket installs a single ticket dispenser ahead of all
the counters (similar to systems used to assign waiting numbers to customers
in e.g., a large post office). The ticket dispenser provides the customer with a
ticket on which the random number is printed, together with the number of
the counter to pay at. Authenticity of the information cannot be assumed, for
instance because attackers may reinsert old or forged tickets in the machine.
However, the information can be considered private (provided the user does not
drop the ticket on the floor right after entering it on his wallet).

Because the devices are human operated, and the operators are involved in
the exchange of the information, the numbers of bits that can be transferred is
low (comparable to the size of typical passwords), and certainly much less than
the number of bits required for strong cryptographic keys. Therefore, one cannot
expect to be able to use such private or authentic communication mechanisms
(called channels from now) to establish cryptographic keys directly. We do note
that typically the numbers transferred over these channels are machine gener-
ated. Several realistic methods for implementing such private or authentic low
bandwidth channels exist [Hoe04].

In more abstract terms then, this problem can be phrased as an ephemeral key
exchange (denoted by ¢KE) problem: given a low bandwidth authentic (or pri-
vate) communication channel between two nodes, and a high bandwidth broad-
cast channel, can we establish a high-entropy shared secret session key between
the two nodes without relying on any a priori shared secret information? Here,
the low bandwidth channel models the (implicit) authentication and limited
information processing capabilities of the users operating the nodes.

There are numerous applications that require a solution to the ephemeral
pairing problem, e.g., connecting two laptops in a business meeting, exchanging
electronic business cards using PDAs, buying electronic tickets at a box office

3 This example is admittedly slightly more contrived — indeed authentic communica-
tion appear to occur more naturally in real applications.
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and checking them at a venue, unlocking doors using a wireless token (making
sure the right door is unlocked), etc. In most of these applications, indeed by the
very nature of the problem, the cooperation of the user/owner of the device is
required to successfully establish a pairing. For instance, the user may be asked
to select a pattern from a list that corresponds to the pattern shown on the
remote device. Alternatively, the user may be asked to copy and enter a pass-
code. We stress that in all these cases, the number of bits that can be handled
by the user is very limited and that these bits do not have enough entropy to
secure the communications directly. This is the main motivation for the model
and the problem statement of establishing a high bandwidth secure communica-
tion channel between two nodes using only a low bandwidth authentic/private
channel.

1.1 State of the Art

Stajano and Anderson [SA99] introduced the (long-lived) pairing problem that
occurs when separate devices need to establish a long term relationship that
allow one of the devices to exert control over the other (e.g., a remote control
and the corresponding TV set). These pairings are supposed to exists over pro-
longed periods of time, and therefore the setup of such a pairing is allowed to
be quite involved.

In [Hoe04] it was shown that solutions to the ephemeral pairing problem
can sometimes be based on Encrypted Key Exchange (EKE) [BM92] protocols,
suggesting a relationship between these two problems. An extended discussion on
this, and a review of the state of the art regarding EKE is also presented there.
The solutions of [Hoe04] only apply to non-anonymous broadcast networks.

In this paper we study ephemeral pairing on anonymous broadcast networks.
The difference between the anonymous and non-anonymous case is the following.
In the non-anonymous case, participants only need to receive messages from a
identified sender. If no such message is received, or if the adversary forged a
sender identity (which is detected in subsequent stages of the protocol), the
protocol simply aborts. In the anonymous case, participants may receive many
messages, and it is not a priori clear which messages are intended for them.
Therefore, they have to collect all messages they receive, and based on their
content decide which message to accept (if any). This influences the design of
the protocols. One could, in principle, use the ’secure’ point-to-point channel
for coordinating a session identifier directly, but in order to save this limited
resource only for the purpose of key-exchange we choose not to do so. We note
that the power of the adversary is the same in both models (it can arbitrarily
change the source and destination in the non-anonymous model, and doesn’t
have to in the anonymous case).

Balfanz et al. [BSSWO02] study essentially the same problem, but assume that
the low-bandwidth communication channel is large enough to pre-authenticate
public keys (either by sending whole keys, or hashes of these keys), that can sub-
sequently be used in a standard public key authentication protocol. Gehrmann
et al. [GMNO4, GN04] describe the ISO/IEC standards for manual authentica-
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tion of wireless devices, that allow for smaller bandwidth on the communication
channel, but require the channel to be private.

A more rigorous and formal treatment of the security of EKE protocols was
initiated by Lucks [Luc97], and expanded on by several authors [BMP00, BPROO,
Sho99, CKO01, GL03]. Due to space constraints the security proofs in this paper
are informal, but will be based on Bellare et al. [BPRO00] in the full version.

1.2  Summary of Results

In this paper we present several ephemeral key exchange protocols for completely
anonymous broadcast networks, for different combinations of the point-to-point
communications channels between the two nodes. These are presented in Sect. 4.
Before that, we describe the model in Sect. 2, and present some impossibility
results for certain types of point-to-point channels in Sect. 3. We conclude with
directions for further research in Sect. 5.

2 Model and Problem Statement

Consider n physically identifiable nodes communicating over a public and in-
secure broadcast network, each attended by a human operator. The operators
(and/or the nodes they operate) can only exchange small amounts of information
reliably and/or in private. The ephemeral pairing problem requires two or more
nodes (to be determined by their operators) to securely establish a shared secret.

As discussed in [Hoe04], this problem can be seen in more abstract terms as
an ephemeral key exchange (9KE) problem. Consider Alice and Bob, connected
through a high bandwidth broadcast network. In this paper, the broadcast net-
work is completely anonymous. Alice and Bob also share a low bandwidth com-
munication channel over which they can exchange at most 7 bits of information
per message. This channel is either

authentic, meaning that Bob is guaranteed that a message he receives actually
was sent by Alice (but this message may be eavesdropped by others), or

private, meaning that Alice is guaranteed that the message she sends is only
received by Bob (but Bob does not know the message comes from Alice).

Given these connections, Alice and Bob are required to establish an authenti-
cated and shared o bits secret (where o > 7). They do not share any secrets a
priori, and do not have any means to authenticate each other, except through
the low bandwidth channel.

The adversary may eavesdrop, insert and modify packets on the broadcast
network, and may eavesdrop on the authentic channel or insert and modify
packets on the private channel. Note that, by assumption, the adversary cannot
insert or modify packets on the authentic channel. Also, the adversary may
subvert any number of nodes and collect all the secret information stored there.

Security of our protocols is defined as in the encrypted key exchange model
developed by Bellare et al. [BPR00], where the adversary is given the task to
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distinguish an actual session key from an arbitrary random value for any instance
of the protocol run of his choice.

In our analysis we will bound the advantage of the adversary for a particular
protocol using s, t and the number of active attacks (denoted by ¢) performed
by the adversary. Here, s and t are the security parameters of the o KE protocol.
s roughly corresponds to the size of the session key to be established, and deter-
mines the advantage of a passive adversary. ¢t roughly corresponds to the capacity
of the channel between two principals, and mostly determines the advantage of
an active adversary. Actually, ¢ corresponds to the number of instances that
are attacked actively by the adversary (and that involve one or more message
insertions or modifications).

We work in the random oracle model, and assume hardness of the Computa-
tional Diffie Hellman problem.

We use the following notation throughout the paper. In the description of
the protocols, ac is the authentic channel, pc is the private channel, and bc is the
broadcast channel. Assignment is denoted by := Receiving messages from the
channel or the broadcast network can be done in a blocking fashion (indicated
by receive) or in a non-blocking fashion (indicated by on receiving).

In message flowcharts, ——— denotes sending m on the private or authentic
channel, while === denotes broadcasting m on the broadcast channel. The
receiving party puts the message in the indicated variable v at the arrowhead.

3 Impossibility Results

In this section we show a few straightforward impossibility results. The ¢oKE
problem? cannot be solved using only a single uni-directional point-to-point
channel between Alice and Bob that is either authentic or private. Even an
authentic channel from Alice to Bob and a private channel from Bob to Alice is
not strong enough. An authentic channel from Alice to Bob and another private
channel from Alice to Bob is strong enough however (even though there is no
point-to-point channel from Bob to Alice, see Sect.4.3).

Theorem 1. The pKFE problem cannot be solved using a single private channel
from Alice to Bob and a single authentic channel from Bob to Alice.

Proof. Suppose there is a protocol solving the pKE problem using a single pri-
vate channel from Alice to Bob and a single authentic channel from Bob to Alice.
Now, instead of Alice, let the adversary start a session with Bob. Because Alice
and Bob do not a priori share any secret information, and because the adver-
sary can use the private channel to Bob and the authentic channel from Bob in
exactly the same way as Alice does, Bob cannot distinguish the adversary from

4 To be more precise, the following results only hold for the general (two-sided) version
of the problem, not the one-sided version (see [Hoe04] for the difference between these
two).



106 J.-H. Hoepman

Alice in this session. This contradicts the requirement that at the end of the
session Alice and Bob share a secret session key.

The following two facts are easy corollaries of this theorem.

Corollary 1. The pKFE problem cannot be solved using a single private channel
from Alice to Bob.

Corollary 2. The pKE problem cannot be solved using a single authentic chan-
nel from Bob to Alice.

4 @KE Protocols for Anonymous Networks

In this section we present three ¢ KE protocols. In the first protocol Alice and
Bob are connected by a bidirectional private channel. The second protocol covers
the case where Alice and Bob are connected by a bidirectional authentic chan-
nel. In the third protocol there are two channels, one authentic and the other
private, both running from Alice to Bob. All protocols assume an anonymous
broadcast network.

In all protocols, Alice and Bob are required to generate a (small entropy)
password to be exchanged over the low bandwidth communication channel. We
stress that this password is machine generated, at random, at the start of each
protocol run, and hence that these passwords can be assumed to statistically in-
dependent. It is only the transmission of these passwords over the low bandwidth
channel that requires (in the application of this model in a practical setting) hu-
man intervention. It is also this same human handling of these passwords that
requires them to have only a small number of bits.

The main problem handling an anonymous broadcast network is to ensure
that a participant in the protocol can immediately reject messages that are
obviously not intended for it. Without such precautions, even honest but ignorant
nodes can easily disrupt the protocol through the messages they themselves
legitimately send over the broadcast network. The protocols to be presented
next try to derive a common session identifier as soon as possible, to be used as
a header on messages on the broadcast channel. Note that simply transmitting
such session identifiers on the point-to-point communication channel is not a
good option, as it wastes bits to be used for authenticating the shared session key.

In all protocols we use the following. G is a group of order at least 22% with
generator g for which the Computational Diffie Hellman (DDH) problem is hard.
A possible candidate is the subgroup of order ¢ in Z for p, ¢ prime and p = 2¢+1.
Naturally, exponentiations like g* are computed in the group G.

Passwords are selected uniformly at random from a set P, of size 2°.

Furthermore, we use several hash functions h; with varying domains and
ranges, which are modelled as random oracles. The domain and range of hash
functions hq, ho is specified for each protocol separately. All protocols use hash
functions hg, ha, hs : G — {0,1}7, and hg : G — I (where I is a suitably large
session identifier set). We use the following property



Ephemeral Pairing on Anonymous Networks 107

Alice (client) Bob (server)
pick random x pick random y

g .
————— recelve v

. gY
receive u |

hy(u®) .
—_—————> receive m

verify m = ha(v¥)
receive m’ &
verify m' = hs(u®)
k := hs(u”) k= h3(vY)

Fig. 1. Diffie-Hellman key exchange with key validation

Property 1. Let G, A and B be groups. Let X be a uniformly distributed random
variable over G, let h : G +— A and I/ : G — B be random oracles and let a € A
and b € B be arbitrary. Then

Pr[h(X) =a| k' (X) =b] = Pr[h(X) =a] = 2141

We write bes for the broadcast channel restricted to only carry messages with
session identifier s: if a messages m is received from bcg, it was sent with that
session identifier®.

Consider the Diffie-Hellman key exchange with validation® in Fig. 1, with
G of order at least 22° and hs, h4, and hs as defined above. Then under the
assumption that the Computational Diffie Hellman problem over G is hard we
have [BPRO0O, Sho99]

Proposition 1. The advantage of any adversary attacking the Diffie-Hellman
key exchange with key validation in Fig. 1 — i.e., distinguishing hz(g®®) from
a random element of {0,1}°, when given g%, g°, ha(g°®), hs(g?) — is at most
0(279).

4.1 ¢KE for a Bidirectional Private Channel

The ¢KE protocol for a bidirectional private channel (see Prot. 4.1 for the pro-
tocol and Fig. 2 for the corresponding message exchange graph) proceeds in
five phases: authenticate, commit, synchronise, exchange and validate. In the
exchange phase, Alice and Bob use a Diffie-Hellman type key exchange [DH76)
to establish a shared session key. This key is then used to derive a session iden-

5 We stress that this doer not guarantee that only an honest party generated this mes-
sage: s is public, and hence the adversary can generate messages with that identifier
as well.

6 The validation phase only prevents a man-in-the-middle attack if somehow the shares
g® and/or g¥ are authenticated. This principle is used in our protocols later on.



108 J.-H. Hoepman

Authenticate
H:=0
pick random z
pick random p
send p on pc
receive 7w from pc
Commit

Key exchange
ui= 1
broadcast g” on bc
for ¢ milliseconds do
on receiving m from bc do
if hi(m,p) € H
then u:=m

abort if u= 1
Key validation

broadcast hi(g®,7) on bc
for ¢ milliseconds do

on receiving m from bc do L= he(u”®)
if |H| < 2 k=1
then H := H + {m} ) 0 if client
abort if [H| =0 I 1 if server
Synchronise

broadcast ha4;(u®) on be,
receive m from bc,
if h5_j(ux) =m

then k = h3(u”)

else abort

broadcast p on bc
receive g from bc
abort if ¢ # 7

Protocol 4.1: pKE for bidirectional private channel

tifier ¢ (to distinguish relevant messages on the broadcast network)”. Both par-
ties engage in a verification phase to ensure that they share the same session
key [BPROO].

To identify and authenticate the share sent by the other party, Alice and
Bob exchange random passwords through the bidirectional private channel in
the authenticate phase. Alice hashes the password received together with her
own share, and broadcasts the resulting hash on the network, to commit to
the value of the share to be exchanged later on. They use the hash function
h1 : G x P +— @ in this phase.

The commit and exchange phase have to be separate, or else the adversary
can still perform a dictionary attack to retrieve the exchanged password and
substitute a suitable share of his own choice in both the commitment (that also
serves to authenticate the share) and the share itself. Because Alice and Bob
cannot reliably setup a session identifier at or before the exchange phase, Bob
cannot distinguish Alice’s commitment from other commitments broadcast on
the network. Therefore, Bob accepts at most z of them.

To separate the commit and exchange phase, and to ensure that no commits
will be accepted when the other party starts the key exchange phase, a separate
synchronisation phase is introduced. In this phase, both parties reveal their pass-
word over the broadcast channel, and the other party only starts the exchange
phase if it receives the same password as in the authentication phase. Observe

" Note that it is not possible to use he(m) (with 7 as exchanged through the private
channel) as a session identifier: this session identifier could then be used to verify all
tries for the password in a dictionary attack.
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Alice (client) Bob (server)
Authenticate
HA = @ HB = @
pick random z pick random y
pick random p4 pick random pg
_Pa receive mp
receive ma PB__
Commit
hi(g®,ma) .
receive m

Hp = HB—|—{m} if |HB| <z

. / hi(g¥,7B)
receive m
Ha:=Hp +{m'} if |HA| <z
Synchronise
pa

= receive qp
check gp = 7B
. PB
receive qa <

check ga = 7a

Key exchange

S receive v if
hi(v,pB) € Hp
receive u if —
hl (u,pA) S HA

Key validation

hy(u®) .
receive m
verify m = ha(v¥)
. ’ hs (v¥)
receive m
verify m’ = hs(u®)
k:= h3(u®) k:= hs(vY)

Fig. 2. Message flow of pKE for bidirectional private channel

that a password has lost all value once the commit phase for which it is used as
authenticator is closed.

In the key exchange phase, Bob only accepts a share that together with Bob’s
own password hashes to a value in the set of commitments received previously.
Because Bob only accepts z commitments, an active adversary may plant at most
z commitments for its own share (using z different guesses for the password sent
by Alice), thus limiting its chances to attack the protocol. For all our protocols
a good value for z is one that allows some honest concurrent activity on the
broadcast channel, while still limiting the advantage of the adversary.

Obviously, by limiting the number of commitments that Bob accepts, we
allow the adversary to preempt the protocol by filling all commitment slots with
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garbage. This prevents Alice from successfully pairing with Bob. However, as
this is but one of the many possible (and easier) denial of service attacks, we
will not consider this issue further here.

Analysis. It is easily shown that using Prot. 4.1, honest Alice and Bob can
exchange a shared session key. Next, we prove security of the protocol in the
presence of an active and/or passive adversary.

Theorem 2. The advantage of an adversary attacking Prot. 4.1 mounting at
most q active attacks is at most

O(1—e "2y 1 0(27%) .

Proof. We split the proof in two cases. We first consider the case where the
session key k generated by an oracle® is not based on a share ¢g® sent by the
adversary, but instead derived from a value x of his own choosing, and then
consider the case where the adversary manages to convince the oracle to use
such a share of his own choosing.

If the session key generated by an oracle is not based on a share g* sent by
the adversary, but instead derived from a value x of his own choosing, then &
depends on private random values x, y unobserved by the adversary and publicly
exchanged shares ¢g” and ¢¥ using a Diffie-Hellman (DH) key exchange. Any
adversary attacking Prot. 4.1 can be converted to an adversary attacking a DH
key exchange with validation (see Prop. 1) as follows. Given a run over the basic
DH key exchange, generate random passwords p4 and pg, and insert hi(g%,pa)
and h1(gY,pB), pa and pp at the appropriate places in the run of the DH key
exchange with validation before analysing the run. Hence the advantage of the
adversary to distinguish the session key cannot be higher than its advantage
in breaking the Diffie-Hellman key exchange with validation, which is at most
O(27*) by Prop. 1.

In the other case, in order to convince an oracle of A to use the share g of
the adversary in the second phase of the protocol, the adversary must ensure
that hi(g® pa) € Hx for values H4,pa used in this oracle A. Note that due to
the properties of the private channel, p4 is unknown to the adversary. Hence the
adversary has probability 277 to guess it right and authenticate its own share g®
using h1 (g%, p) in the commit phase. As |H4| < z, the adversary can try at most
z different values for p. Hence the total probability that a share of the adversary
is accepted is at most z27".

For each active attack then the probability of success is 227"7. Success with
one instance is independent of success in any other instance. Hence, with ¢
attempts, the probability of success becomes (cf. [Fel57])

1—(1—22Mlx1—e 2"

With ¢ = 7 this proves the theorem. a

8 In the Bellare et al. [BPR00] model, the participants in the protocol are modelled
as oracles to which the adversary has access. We use the same terminology here.
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Con;lmit " Key exchange
= u:i= 1
pick random x

broadcast ¢° on bc,
broadcast hi(g®) on be

receive m from be,

for ¢ milliseconds do if hy(m) € H and ha(m) =
on receiving m from bc do then u ‘= m
if [H] <z else abort
then H := H + {m} Key validation
send close on ac ko— |
receive close from ac 0 if client
abort if |H| =10 ji= L i
Authenticate 1L server

send hz(g”) on ac broadcast h44;(u®) on be,
receive (3 from ac receive m from bc,
L= ﬁ if h5,j(u’“') =m
w = ha(g") then k = h3(u”)
else abort

Protocol 4.2: Anonymous ¢KE for bidirectional authentic channel

4.2  KE for a Bidirectional Authentic Channel

This protocol (see Prot. 4.2 and Fig. 3) again proceeds in four phases: commit,
authenticate, exchange and validate (but with the first and second phase chang-
ing order). The exchange and verification phase are essentially equal to that of
the previous protocol, except that Alice and Bob use session identifiers ¢ and w
derived from the authentication messages exchanged earlier.

To avoid man-in-the-middle attacks, the shares used in the key exchange
phase must be authenticated. However, the capacity of the authentic channel is
too small to do so directly. Instead, it is used to authenticate a small hash of the
share to be used later on. This is not enough to ensure security: the adversary
can trivially (in an expected 27~! number of tries) find a share of his own that
matches the authenticator that will be sent by Alice. Therefore, Alice and Bob
must first commit to a share using a much larger hash value (against which it is
infeasible to find collisions) but that has to be sent over the broadcast channel.
The hash functions used for this are hy : G — G and hy : G — {0,1}".

But even then a problem remains. For the adversary may try to commit to 27
shares, corresponding to a specific authenticator value”. After the commit phase,
when Alice reveals the authenticator a, the adversary simply reveals the share
w with hy(w) = a. This scenario can be prevented'® by limiting the number of
commitments accepted to a constant z < 27.

9 The adversary can easily do this by spending an expected 27! amount of work to
find a candidate for each possible authenticator value, thus using a total expected
22771 amount of work.

10 This allows for an obvious denial-of-service attack. However, as the adversary is also
capable of blocking any value sent by Alice, he already has the power to prevent
Alice from connecting to Bob.
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Alice (client) Bob (server)
Commit
Hy = @ Hp := @
pick random z pick random y

h1(9%) s
—_—————> recelve m

Hp = HB-I—{’/TL} if |HB| <z

. 12 h1(g¥)
receive m
Hy:=Ha+{m'}if |[Hal <z
close wait until received
wait until received close
Authenticate
ha(g® .
L receive Op
ha(g¥)

receive B4

Key exchange

—=—— receive v until
hl(U) € Hp and hg(v) = ﬁB

receive u until <~——
hi(u) € Ha and ha(u) = Ba

Key validation

hy(u®) .

verify m = ha(v¥)
. ’ hs(vY)
receive m' ———
verify m’ = hs(u®)
k := hs(u®) k := hs(v¥)

Fig. 3. Message flow of ¢KE for a bidirectional authentic channel

In Prot. 4.2, the security parameters are determined by the size of the session
key established and the capacity of the authentic channel. We set s = o and

t=mn.
Analysis. It is straightforward to show that in an honest execution of Prot. 4.2,
if Alice and Bob want to exchange a key, at the end of the protocol they do

actually share the same key.
Security of Prot. 4.2 is proven as follows.

Theorem 3. The advantage of an adversary attacking Prot. 4.2 mounting at
most q active attacks is at most

O(1—e*12y 1 0(27%) .

Proof. We split the proof in two cases. We first consider the case where the
session key k generated by an oracle is not based on a share g® sent by the
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Client (Alice):

Authenticate (1)
Hy =0
pick random x
pick random p
send p on pc
Commit
broadcast hi(g®) on be
for ¢ milliseconds do
on receiving m from bc do
if |[Ha| < z
then Hy := Ha + {m}
abort if |[Ha| =0
Authenticate (2)
send h2(¢”) on ac
Synchronise
send close on ac
receive g from bc
abort if ¢ # p
Key exchange
ui= 1
broadcast g* on bc
receive m from bc
if hi(m,p) € Ha
then u:=m
else abort
Key validation
broadcast h4(u®) on be
receive m from bc
if hs(u®) =m
then k = h3(u”)
else abort

Server (Bob):

Authenticate (1)
Hp =0
pick random y
receive g from pc

Commit

broadcast h}(g¥,75) on bc

for ¢ milliseconds do

on receiving m from bc do
if |[Hp| < z
then Hg := Hp + {m}

abort if |[Hg| =10
Authenticate (2)

receive g from ac
Synchronise

receive closed from ac

broadcast g on bc

Key exchange
vi= 1
broadcast g¥ on bc
receive m from bc
if hl(m) € Hp and hg(m) = ﬂB
then v:=m
else abort
Key validation
broadcast hs(v") on be
receive m from bc
if ha(v®) =m
then k = h3(v®)
else abort
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Protocol 4.3: pKE for a private plus an authentic channel

adversary and derived from a value a of his own choosing, and then consider the
case where the adversary manages to convince the oracle to use such a share of
his own choosing.

If the session key generated by an oracle is not based on a share g* sent by
the adversary and derived from a value a of his own choosing, then the proof is
almost equal to that of theorem 2.

In the other case, in order to convince an oracle of A to use the share g* of
the adversary in the third phase of the protocol, the adversary must ensure that
both hi(g*) € Ha, and ha(g®) = 54 holds for values H 4, 54 used in this oracle.
Note that G4 is unknown in the commit phase. Moreover, property 1 guarantees
it is independent of values exchanged during the commit phase. Therefore, for
each value g® committed by the adversary in the commit phase, the probability



114

J.-H. Hoepman

Alice (client)

Bob (server)

Authenticate (1) i

Hy:=0
pick random z

Hp =10
pick random y

pick random pa

pa(private) .
receive mp

Commit

hi1(g”) .
receive m

Hp = HB+{m} if |HB‘ <z

. , hi(g¥,7B)
receive m
Hy = HA+{m'} if |HA‘ <z

’ Authenticate (2) i

Synchronise

ha(g%)(auth) .
receive (g

close(auth) . . .
wait until received

receive ga —LE
check ga = pa
Key exchange
% receive v until
hi(v) € Hp and h2(v) = BB
receive u if %
hi(u,pa) € Ha
Key validation
hy(u®) .
receive m
verify m = ha(v¥)
. / hs (vY)
receive m
verify m’ = hg(u®)
k:= hs(u®) k:=hs(vY)

Fig. 4. Message flow of ¢KE for a private plus an authentic channel

that ha(g®) = Ba is 27". As |Ha| < z, the adversary can commit at most z
shares with different hash values for hy. Hence the total probability that a share
of the adversary is accepted is at most z27"7. With the same estimate as used in
the proof of Theorem 2, and with ¢ = 7, this proves the theorem. a

4.3 ¢KE for a Private Channel Plus an Authentic Channel

In [Hoe04], it was shown that a single channel that is both authentic and private
can be used to solve the ¢KE problem straightforwardly using an Encrypted
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Key Exchange (EKE) protocol [BM92, KOY01, Jab96] as a building block. A
combination of techniques from the previous two protocols can be used to show
that with two channels both from Alice to Bob, one of which is authentic while
the other is private, one can implement ¢ KE. The complete protocol is shown in
Prot. 4.3 and Fig. 4. The analysis is very similar to the previous two protocols,
and is therefore omitted here.

5 Conclusions and Further Research

We have shown that the ephemeral pairing problem, and the corresponding
ephemeral key exchange problem can also be solved in completely anonymous
broadcast networks. Generalisations of the ephemeral pairing problem to larger
groups of nodes need to be investigated, as well as the possibilities to weaken
the cryptographic assumptions and to simplify the protocols.

References

[BSSWO02] BALFANZ, D., SMETTERS, D. K., STEWART, P., AND WoNG, H. C. Talking
to strangers: Authentication in ad-hoc wireless networks. In NDSS (San
Diego, CA, USA, 2002).

[BPR0O0O] BELLARE, M., POINTCHEVAL, D., AND ROGAWAY, P. Authenticated key
exchange secure against dictionary attacks. In EUROCRYPT 2000 (Bruges,
Belgium, 2000), B. Preneel (Ed.), LNCS 1807, Springer, pp. 139-155.

[BM92] BELLOVIN, S. M., AND MERRITT, M. Encrypted key exchange: Password-
based protocols secure against dictionary attacks. In IEEE Security &
Privacy (Oakland, CA, USA, 1992), IEEE, pp. 72-84.

[BMP00] Boyko, V., MACKENZIE, P., AND PATEL, S. Provably secure password-
authenticated key exchange using Diffie-Hellman. In EUROCRYPT 2000
(Bruges, Belgium, 2000), B. Prencel (Ed.), LNCS 1807, Springer, pp. 156—
171.

[CKO01] CANETTI, R., AND KrRAWCZYK, H. Analysis of key-exchange protocols and
their use for building secure channels. In EUROCRYPT 2001 (Innsbruck,
Austria, 2001), B. Pfitzmann (Ed.), LNCS 2045, Springer, pp. 453-474.

[DH76] DirriE, W., AND HELLMAN, M. E. New directions in cryptography. IEEFE
Trans. Inf. Theory IT-11 (1976), 644-654.

[Fel57) FELLER, W. An Introduction to Probability Theory and Its Applications,
2nd ed. Wiley & Sons, New York, 1957.

[GMNO04] GEHRMANN, C., MITcHELL, C. J., AND NYBERG, K. Manual authentica-
tion for wireless devices. RSA Cryptobytes 7, 1 (2004), 29-37.

[GNO04] GEHRMANN, C., AND NYBERG, K. Security in personal area networks. In
Security for Mobility, C. J. Mitchell (Ed.). IEEE, 2004.
[GLO3] GENNARO, R., AND LINDELL, Y. A framework for password-based authenti-

cated key exchange. Tech. rep., IBM T.J. Watson, 2003. Abstract appeared
in EUROCRYPT 2003.

[Hoe04]  HOEPMAN, J.-H. The ephemeral pairing problem. In 8th Int. Conf. Fin.
Crypt. (Key West, FL, USA, 2004), LNCS 3110, Springer, pp. 212-226.



116 J.-H. Hoepman

[Jab96]

[KOY01]

[Luc97]

[Sho99]

[SA99]

JaBLoN, D. P. Strong password-only authenticated key ex-
change. Comput. Comm. Rev. (1996). http://www.std.com/~dpj and
www.integritysciences.com.

Katz, J., OsTROVSKY, R., AND YunG, M. Efficient password-
authenticated key exchange using human-memorable passwords. In EU-
ROCRYPT 2001 (Innsbruck, Austria, 2001), B. Pfitzmann (Ed.), LNCS
2045, Springer, pp. 475-494.

Lucks, S. Open key exchange: How to defeat dictionary attacks without
encrypting public keys. In The Security Protocol Workshop ’97 (1997),
pp- 79-90.

SHOUP, V. On formal models for secure key exchange. Tech. Rep. RZ 3120
(#93166), IBM, 1999. Invited talk at ACM Computer and Communications
Security conference, 1999.

STAJANO, F., AND ANDERSON, R. The resurrecting duckling: Security is-
sues for ad-hoc wireless networks. In Security Procotols, 7th Int. Workshop
(1999), B. Christianson, B. Crispo, and M. Roe (Eds.), LNCS, pp. 172-194.



EPC Technology

Christian Floerkemeier! and Frederic Thiesse?

! Institute for Pervasive Computing,
Department of Computer Science, ETH Zurich, Switzerland
floerkem@inf.ethz.ch
2 Institute for Technology Management,
University of St. Gallen, Switzerland
frederic.thiesseQunisg.ch

1 Introduction

Radio Frequency Identification (RFID) technology has been widely used in ap-
plications such as car immobilizers, animal tracking and access systems since
the late 90s. For the adoption of RFID in less specialized applications domains
such as supply chain operations, however, there was a need for a low cost, stan-
dardized RFID technology with a read range of more than two meters. Since
1999, work at the Auto-ID Center and its successor organization EPCglobal has
focused on turning this vision of low cost tags and readers into reality by de-
veloping the appropriate standards [2]. In the four years of its operation the
Auto-ID Center became a collaborative effort of six universities including MIT,
the University of Cambridge and the University of St. Gallen and more than
100 global companies such as Coca-Cola, Gillette, IBM, Intel, Pfizer, Procter
& Gamble, UPS, and Wal-Mart. Since November 2003, EPCglobal Inc., a joint
venture between EAN International and the Uniform Code Council, two of the
earliest sponsors of the Auto-ID Center, has carried forth the development and
commercialization of the technology, while the universities involved continue the
RFID research as the Auto-ID labs.

2 EPC Network

The heart of the Auto-ID Center infrastructure, also called the EPC Network,
is the Electronic Product Code (EPC). Like a European Article Number, the
EPC uses a set of numbers to identify an item’s manufacturer and the product
category. The EPC, however, also contains a serial number that identifies indi-
vidual items. The EPC is the only data stored on the microchip of the RFID tag
and it serves as a pointer to additional information accessible via the web. The
Auto-ID Center believed that less expensive tags could be produced by limiting
memory space on the tags to this 96 Bit number [1]. In cooperation with its
industry partners the Auto-ID Center developed three protocols for communica-
tion between tags and readers, both at HF and UHF frequencies. More recently,
the UHF Class 1 Generation 2 protocol has been developed by EPCglobal and

D. Hutter and M. Ullmann (Eds.): SPC 2005, LNCS 3450, pp. 117-118, 2005.
(© Springer-Verlag Berlin Heidelberg 2005
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its member companies that will supersede the previous UHF protocols. It specifi-
cally addresses the different radio regulations across the globe and adapts well to
dense reader environments. To move and manage all the data generated by the
tags and readers, the Auto-ID Center also developed a corresponding network in-
frastructure. It consists of a middleware component called Savant that filters the
RFID data and converts them into application level events, a directory service
called Object Naming Service, and a backend system called EPC Information
Service to provide persistence. To standardize the mark-up of RFID data, the
Auto-ID Center developed a common XML-based vocabulary called PML Core.
This has recently been superseded by the Reader Protocol that additionally also
provides a standardized reader interface to RFID middleware.

3 Challenges Facing the EPC Technology

One obstacle to achieve low cost tags - less than five cent - is today still a lack of
volume. Volumes in the billions of RFID tags are required to make the microchip
in an RFID tag cheap. The assembly of the tiny RFID microchip with the larger
tag antenna remains another challenge. A state of the art RFID microchip is
less than 1 mm?2 in size and thus at least two orders of magnitude smaller
than traditional high volume microchips such as CPUs or memory chips, which
makes the assembly process non-trivial. A number of companies have invested in
producing mass assembly inexpensive tags, but none of the assembly technologies
are proven today given the relatively small volume of tags sold. Another obstacle
obstructing the wide-spread adoption of long-range RFID operating at UHF
frequencies is the problem of low read rates in challenging environmentsmeaning
tags that are in the range of the reader are not successfully detected - e.g., in the
vicinity of metallic objects and organic materials. At UHF frequencies organic
materials absorb the power radiated by the reader, while metallic objects reflect
the incident electromagnetic wave. In both cases this can lead to a failure to
power a tag and thus a failed detection. The intended deployment of RFID-based
tracking solutions in today’s retail environments epitomizes for some the dangers
of an Orwellian future: Unnoticed by consumers, embedded microchips in our
clothes and groceries can unknowingly be triggered to reply with their EPC,
potentially allowing for a fine-grained yet unobtrusive surveillance mechanism
that would pervade large parts of our lives.
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Abstract. We develop the theme of an earlier paper [3], namely that
security protocols for pervasive computing frequently need to exploit
empirical channels and that the latter can be classified by variants of
the Dolev-Yao attacker model. We refine this classification of channels
and study three protocols in depth: two from our earlier paper and one
new one.

1 Introduction

1.1 Pervasive Computing Environments and Security

The pervasive computing paradigm predicts a future in which wireless communi-
cating and computing devices are ubiquitous throughout our environment. This
will in turn facilitate the formation of dynamic networks operating independently
of back-bone infrastructures, offering the capacity for short-lived relationships
operating over hybrid resources and perhaps utilising local distributed process-
ing services. It will also offer the ability to connect to infrastructures where they
exist via a wide variety of means, providing major opportunities for service-based
business models. The exact form of such devices will vary from the embedding
of such functionality within already commonplace electronic objects, to enhanc-
ing the functionality of previously non-electronic devices, and to the creation of
new bespoke devices designed to offer specific communications and computing
services (perhaps on a nano scale).

* This research is conducted as part of the FORWARD project which is supported by
the U.K. Department of Trade and Industry via the Next Wave Technologies and
Markets programme: www.forward-project.org.uk.
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It is clear that the pervasive computing paradigm offers huge opportunity,
as evidenced by the level of international research being focused on the do-
main. Successful exploitation of such opportunity will require both a trust in
the technologies on the part of the user community, and that the technologies
are dependable and worthy of such trust. Information security is a fundamental
component of dependability in pervasive computing environments.

However, it is also clear that there are significant challenges to be addressed
if we are to secure information in such potentially complex computing envi-
ronments. The connectivity offered and required in order to benefit from the
pervasive nature of computing resources and services may also offer a mali-
cious intruder more options for unauthorised access. Services offering bespoke
functionality and information may in turn require access to increased stores of
personal or organisation details, which once networked may potentially be ac-
cessible from an unknowable set of interfaces and users. Information may exist
in unknown locations for indeterminate durations.

A key concept in security of any type is authentication: you must be able to
decide whether a user (human or otherwise) is authorised to access a resource.
Without the ability to authenticate we would be unable to implement a useful se-
curity policy?. It is likely that we will require mechanisms both for authenticating
the identity of a device or user (“which” or “who”), and for authenticating how a
device or user will behave (“what”). We are concerned here with the former, the
challenge of identity authentication in pervasive computing environments and in
particular where no previous knowledge of the device or user exists.

This is a particularly challenging problem as it necessitates either:

— that there exists an accessible trusted third party who can vouch for a
claimed identity based upon some pre-agreed information or token (such
as a public-key or a biometric),

— or that there is some mechanism for bootstrapping trust between strangers
(human or devices) where there exists no trusted third party who can verify
identities.

Neither of these options are entirely unproblematic. To implement a trusted
third party solution one would first need to ensure that all devices can be guar-
anteed access when they require it. It would not be possible to construct a
centralised model, where there exists one such authority, as the number of de-
vices to be verified may be so large that it becomes impossible to guarantee
bandwidth, freshness of mirror sites and even the existence of unique naming
policies. If we are to implement many such identity verification authorities then
we will require interoperability between authorities, and associated access. Fi-
nally, even if a device has a unique name it may not be possible for another user
or device to establish what that name is, and so to refer to the device.

The FORWARD project is investigating how we might bootstrap security by
utilising authentication protocol services built upon empirically verified proper-

L A security policy which simply specifies that everyone or anything has access would
of course not require an authentication mechanism.
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ties of our local environment. This has the benefit both of reducing overheads
associated with network communications, and that users will be interacting as
part of the service via their primary senses collecting empirical evidence (such
as feeling, hearing, seeing)?. Core to our design methodology is the use of for-
mal analysis in order to better understand protocols’ behaviour and facilitate
high-assurance design.

We previously presented [3] a variant hybrid threat model precisely for rea-
soning about and analysing such services. The threat model includes mechanisms
for representing the various types of security property that we might assume of
the various empirical communications. This in turn enables the formal analysis
of any authentication protocols developed, and an understanding of the corre-
sponding levels of resilience offered by such authentication methods. Whilst in
[3] we presented a number of suggested protocols for example pervasive com-
puting scenarios, we had at that time not utilised the variant threat model to
formally analyse their behaviours.

In this paper we present refinements to the variant threat models, report on
our analysis of two protocols specifically for authentication between two devices
in a local (line-of-sight) environment, and present an overview of the method-
ology for formally analysing authentication protocols utilising such empirical
engagements between two devices.

We begin with a discussion of formal analysis in general, and the refinements
to the variant threat models. In §3 we present an overiew of variants of the two
protocols designed for device authentication in local environments (presented
in [3]), and discuss the potential for design modifications. In §2.1 we briefly
discuss our chosen formalism for analysis — the process algebra CSP (Hoare’s
Communicating Sequential Processes [5,7]), and the accompanying tool support
from FDR and Casper [8] — we outline our analysis methodology, and we present
the results of such analysis on these protocols. Finally, we present our conclusions
and directions for further work.

2 Refinements to the Variant Threat Models

Formal analysis itself depends on a (formal) representation (viz. a model) of the
subject that is both?:

— faithful in the sense of capturing the behaviour that needs to be analysed in
a traceable way; and

— clear to an analyst that the model is correct and the analysis useful.

2 The use of such human verifiable properties should help make the experience of using
such services more intuitive and perhaps easier.

3 Tractability of the model is an important concern as well; but tractability is closely
linked to the verification technology that is used. Moreover, an unfaithful and
tractable model is useless; and a faithful, tractable, but unclear model is only a
little better.
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If we do not achieve this then the benefits of the analysis may not be realised
in the design.
Any solution that we might propose must be flexible enough to capture:

— The varying assumptions that determine how users and electronic devices
may interact to ensure successful initialisation of the link.

— The range of entities that can form the participants in the protocol, and
their associated behaviours.

As formal specification and analysis depend crucially on capturing these as-
sumptions and the objectives that the protocol is trying to achieve, the first of
these points is particularly important. A fundamental requirement in any formal
analysis of security properties is to construct an appropriate threat model for
the environment in which the system is designed to operate. The threat model
encapsulates the capabilities of an attacker, and so an incorrect threat model
may lead to either:

— too weak an attacker where security can be proven in the formal model, but
does not hold in the actual implementation environment; or

— too strong an attacker, which can then place restrictive constraints on the
design that impact resource usage and overall functionality, when that could
have been avoided.

The type of security service with which we are concerned is that of authenticated
cryptographic key agreement. Currently, the de facto standard threat model for
analysing key-agreement protocols is the Dolev-Yao model [4].

The Dolev-Yao model supposes an intruder who effectively controls the com-
munications network, and is therefore capable of

— overhearing messages between legitimate principals

— intercepting messages and preventing their delivery to their intended recip-
ient

— synthesising — within the limitations of the cryptographic mechanisms in-
volved — messages from data initially known to him together with fragments
of any previous messages and delivering them, apparently originating either
from an identity under his control, or indeed from any other principal.

In essence this is the most potent malicious attacker that a protocol can possibly
need to cope with; in effect the worst-case scenario. However, designing protocols
which can withstand attack of this nature is certainly erring on the safe side:
a protocol which exhibits no flaws under these assumptions will a fortiori be
secure against a less potent attacker.

Here we are concerned with the ubiquitous arena, where most communica-
tions are through the essentially broadcast medium of wireless. The attacker can
interfere with communications, attempting to subvert or disrupt the protocol
that the principals are using for authentication. The facilities at the attacker’s
disposal depend very much on the nature of the communications that he is try-
ing to attack. When two people physically exchange PGP keys* (and thus use

4 www.pgpi.org
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empirical engagement to initialise an authenticated link), the scope for disrup-
tion of that authentication protocol is very limited. It is in effect assumed that
the two participants share a “channel” that has very few vulnerabilities. If the
keys were exchanged in a digital communication using clear text then the scope
for disruption would be much wider. So, in this case, empirical engagement has
been used as a secondary channel for bootstrapping security. We may remark
that this approach is consonant with many less theoretically-inspired suggestions
in the literature [9, 1, 2, 6—etc].

In [3] we observed that this type of empirical engagement may be increas-
ingly possible for bootstrapping security in the pervasive computing environ-
ment. There we presented a series of protocols which depend upon the existence
of such engagements for their correctness. The scenarios envisaged all relied on
locally-verifiable empirical data, and accompanying assumptions regarding the
restricted powers of the attacker.

When considering how empirical engagement might be used as part of an au-
thentication protocol, it is clear that the vulnerabilities associated with empirical
engagement are likely to be diverse and context-specific. Thus our strategy for
developing clear and faithful models of empirical engagement in authentication
starts by noting that such interactions can be captured as a form of communica-
tion channel with specific properties, and for security analysis the most impor-
tant of these properties are the channel’s vulnerabilities. From the viewpoint of
formal analysis these vulnerabilities are equivalent to the attacker’s capabilities.

We incorporate the vulnerabilities of a channel into a modified threat model,
which restrains the capabilities of an attacker appropriately. In the pervasive
computing environment we observe that there are potentially two types of com-
munications channel:

— A high bandwidth bidirectional medium with low or unreliable security. This
represents the network wireless communications medium, such as wireless
LAN, Bluetooth, or IrDA.

— The second type represents empirical channels, such as reading a message
on the printer display panel, physically punching in a code on the printer
control panel, or checking that the flashing light is present as in the first
example below.

We shall call the high-bandwidth digital communications channel N (for “net-
work”) and the “empirical” channel E. This channel can be considered more
costly, as a human is necessarily “in the loop” and the channel is therefore low-
bandwidth and consumes the scarce resources of intellect and attention. However,
the E-channel can thus offer various forms of higher security; it may, according
to the details of the scenario, operate in either or both directions.

The two (or more, if multiple empirical mechanisms are available) channels
can be supposed vulnerable according to a different threat model. This flexibility
can be exploited to develop cryptographic protocols which are secure where they
would not be under standard Dolev-Yao assumptions.

By varying how the attacker can manipulate these two channels (the at-
tacker’s capabilities on F being the more limited), a variety of hybrid threat
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models can be created. In [3] we identified a number of reduced-threat variants,
each specifying a restriction placed on the powers of the Dolev-Yao attacker:

— AOT : the attacker cannot both block and hear messages at the same time
on channel C, where AOT stands for Atomicity of Transmission.

— NS¢ : the attacker cannot spoof messages on channel C, where NS stands
for No Spoofing.

— NOH ¢ : the attacker cannot overhear messages over channel C', where NOH
stands for No OverHearing.

To this list we may add NB¢ : the attacker cannot block messages on channel
C, where NB stands for No Blocking.

These restrictions are not entirely independent of one another. Indeed, we
may form a small lattice, making explicit the modality over time (or messages):

O(NBANOH) (= ONBAONOH)

/\

aoN ONOH

AN

O(NBV NOH) (= OAOT # ONBVONOH)

true

Here the top of the lattice is reliable and confidential, while the bottom allows
the full Dolev-Yao powers over these aspects, with varying degrees of security in
between; higher properties imply the lower. Adding NS along another dimension
yields a rich variety of channel types that may be available. A later paper will
populate this design space with illustrative protocols.

The idea behind AOT, which is a dynamic blend of NOH and NB, is that
in some circumstances it may be impractically hard for an attacker to “jam” a
signal and at the same time hear the message that was being conveyed. We have
received more feedback on this item than any other, mostly suggesting cunning
noise-cancellation schemes which make it hard to justify the assumption that
this property holds of radio traffic. We stand corrected, and seek to reduce our
reliance on the notion.

2.1 Formal Analysis of Variant Threat Model Cryptographic
Protocols

Our analysis is based around use of Formal Systems’ refinement checker FDR,
with the CSP models of the agents and the attacker typically generated by Lowe’s
Casper front-end tool. Space precludes a full presentation of the technology: the
reader is referred to [8] for a complete exposition.

5 Especially as NS is not as simple a concept as it may seem at first sight; see below.
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Casper takes as input descriptions of security protocols written in a “journal”
notation, together with specifications that assert the security properties claimed
for the protocol. Casper compiles a given protocol description to CSP processes
representing the possible behaviours of the agents when run in the presence of the
Intruder — standardly a Dolev-Yao attacker. The security specifications are also
compiled to CSP processes. These processes — representing the implementation
and specifications of the protocol — can then be automatically compared using
the CSP refinement checker FDR2.

The Casper model of the Intruder is that of the standard Dolev-Yao model,
modulo perfect encryption: collision-free hash functions, strong message types,
and so on. The Intruder is given complete control over the network and may
overhear, intercept, re-route, delay, reorder, replay, fake or obliterate a message.
Although this default model of the Intruder is sufficient for most analysis work,
the tool is very flexible as regards deductions on the part of the Intruder and the
user may easily extend the threat model to weaken the assumptions of perfect
cryptography. However, it is harder to change the model to weaken the attacker
as regards control over the network simply because the Intruder and network
are one and the same entity within Casper. Lowe is working on incorporating
(at least some of) the notions required here into the tool, but in the interim we
have worked by modifying the resultant CSP scripts directly.

The special channel properties AOT, NS, and NOH that define the new
variant threat models have been implemented approximately as recommended
in [3] — we curb the powers of the Intruder by limiting its ability to take, fake,
and overhear certain messages on the network.

The first step in implementing the special channels is to (re-)introduce, at
least conceptually, a channel comm to represent direct, uninterrupted commu-
nication between agents. The Intruder has no control over this channel and may
only overhear messages. This separates out the Intruder from the network and
allows us to limit its powers by modifying the mapping of send/receive events
for those messages sent over the special channels. To add the new channel we
must first endow both agent processes and the Intruder process with the event.
For agent processes, we add the channel by mapping send/receive events to both
send/receive and comm events. For the Intruder process we do the same but for
only the hear channel as the Intruder may only overhear the comm channel.

In this context it is straightforward to modify the definition of the intruder
to reflect restricted powers:

— leaving the intruder’s knowledge unchanged after a take gives the AOT se-
mantics;

— barring communications on a subset of the message space on fake can model
a reliable one-way NS channel;

— disconnecting both take and the tap on comm on a subset of the message
space captures the confidentially of NOH transmission.

In practice for various technical reasons we in fact replace the synchronous comm
channel with two counterparts scomm and rcomm representing the sending and
receiving of a direct, uninterrupted communication. These channels have the
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Fig. 1. Restrictions on the Intruder with a benign network process

same profiles as send and receive and are connected together with a new be-
nign network process that adds some buffering and reordering of messages as in
Figure 1. Finally, we modify the construction of the complete system process to
ensure that agents and Intruder communicate over the new channels.

The next step is to define the set of network messages for each channel
property AOT, NS, and NOH. As Casper provides names for the sets of in-
put/output messages for each step of the protocol it is straightforward for the
user to define a set-union for each property.

3 Example Protocols

In [3] we presented three protocols, addressing two different usage scenarios. Here
we consider further the first of these scenarios, namely The Wireless Printer Sce-
nario, the subject of the first two protocols there; and also present a variation
on the first of these. This is the case of a user wishing to print a confidential
document, residing on a PDA, on a public printer — imagined, for the sake of ar-
gument, to be located in an airport lounge. Communication between the printer
and the user’s PDA is via a wireless connection of some type (the precise commu-
nications technology is not relevant here). The user requires some assurance that
the printer they are sending the document to is indeed the one they are looking
at, as opposed to some other device elsewhere within communications range, and
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that that printer will be the only agent capable of successfully decyphering (in
both the technical and colloquial senses of the word) the document.

3.1 Protocol 1.1 (NS g[+2A0T N7])

We begin by assuming that all suitable printers are manufactured with a generic
public/secret key pair. This does not offer any particular additional security in
the worst case, since we assume that an intruder may have access to a suitable
printer, and possibly be able to subvert it; but it clearly makes life more difficult
for an attacker in practice. There is clearly plenty of scope for research into
desirable degrees of assurance and the related question of the cost-benefit trade-
offs for the attacker, but we do not address that issue here. Throughout we also
make the assumption that the user A has a unique key certificate, kc(A); and
that the printer is manufactured with knowledge only of the generic key pair
associated with the class of printers to which it belongs, P.

Moreover we assume that it is fitted (in a reasonably tamper-proof way) with
a light which flashes while (and only while) it is printing data that it itself is
communicating as part of a protocol run. This effectively gives a no-spoofing
assurance that the printer expelling the paper is the one generating the contents
of the paper; we discuss below, when we come to the formal analysis (§3.1),
the question of the printer itself being spoofed into doing so inappropriately. An
alternative mechanism might be to use the LCD panel on the printer as a reliable
medium between the printer and its user. Without some such facility, it would
be hard to avoid the possibility of a suborned device-in-the-middle engaging in
the protocol and simply using the intended printer as a slave to reprint what the
protocol requires.

A wants to check that the printer she is communicating with over the N-
channel is indeed the printer B that she can see, as in Figure 2.

More specifically, the security goal is to establish a shared secret known only
to the user and that specific printer (which may then be used as a symmetric-
encryption key for the document, for instance).

Fig. 2. A unspoofable channel E exists between the printer and the user; the network
N gives a bidirectional link
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Our first protocol depends on the channel E, running from the printer to the
user, being impervious to spoofing, NSg. The protocol proceeds as described
below (the N or E subscript on the arrow denoting the channel over which
the communication event occurs). If, however, at any stage before the protocol
has completed either the user or the printer receives additional Messages 1 to 4
directed to them then the protocol will abort.

1. A—n P(B) : {Aka(A)?NA}Pk(P)
2.B—p A : print A, Ny
3B4)NA :{K7NA5NB}P’€(A)
4. A—-n B  :{Np,N,}k

5 B—ogA : print N/

Informally, the protocol proceeds as follows: In Message 1 A sends the printer
her name, her key certificate and a random nonce, all encrypted with the generic
printer public key. The printer then prints both A’s name and the nonce, which
A verifies empirically over channel F. At this stage, given that an attacker can-
not spoof messages on channel F, A knows that the printer she is looking at has
received Message 1 and is a printer, but she cannot exclude a corrupt printer-
in-the-middle having overheard and understood Message 1. Assuming that the
certificate kc(A) is unforgeable, an honest B will only proceed to print a Mes-
sage 2 acceptable to A if he received the intended Message 1 (from somebody).

In Message 3 the printer sends A a session key, K, the previous nonce N 4 from
Message 1, and a new nonce Np, all encrypted using A’s public key, extracted
from the kc(A) received in Message 1. A then sends a message to the printer
which contains the second nonce Np and a new nonce N/;, encrypted using the
key sent in Message 3. Since only A can have read the contents of Message 3 (it
was encoded using her unique public key), it follows that only A and the device
which sent Message 3 know the key K. However since an intruder knows N4 and
may have blocked Message 3 from B and sent his own, A does not know that
the Message 3 that she heard was actually from B.

The printer then prints the new nonce N/, which A verifies over channel
E. Since this new nonce was sent in Message 4 and was encrypted using the
key K in a message containing Np, the printer would not print N’y unless the
Message 3 that A received really was from B. It follows that at this point A is
certainly connected to B (the desired printer).

Note that the first printed output also serves to guard against spoofing on
channel NV, since if an attacker were to force B to abort after this point in the run,
then the attacker could not get beyond this point without a further Message 2
being spotted, which A could see. This observation is somewhat application-
specific, since it may not always be the case that the E-channel that B would
use with an intruder would be observed by A. For this reason we additionally
require that any entity in the role played by the printer here which aborts a run
after Message 2 should send an E-message to A saying so.
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Verification: As expected, under Dolev-Yao assumptions the protocol fails to
meet any of its goals. For the basic system of one user and one printer, Casper
finds an attack on secrecy in which the Intruder uses an honest printer to decode
Message 1 before spoofing Messages 2 and 5 in order to get the user to accept
his session key, K7. Interestingly, without corrupt printers it takes a more com-
plicated system (one in which the printer runs twice) for the Intruder to learn
a real session key and for the user to claim it as secret, i.e. to think she has
completed a correct protocol run.

For the authentication, Casper uses similar tricks to produce several attacks
on the basic system of one user and one printer. One attack fakes Message 3
to provide the user with the Intruders own session key and nonce, then again
spoofs Message b to convince the user that the session key originated from the
intended printer.

When we consider the possibility of corrupt printers and users (by giving the
Intruder appropriate secrets — namely the generic printer private key sk(P)),
Casper finds many more attacks and clearly does not need an honest printer to
learn the user’s nonce N4 sent in Message 2.

Under the variant threat model with the special channel properties AOT y
and NS g, Casper fails to find any attacks on the protocol even in the presence
of corrupt users/printers, within the scope of two printers and two sequential
runs.

This initial modelling (naturally) used the interpretation of the N.S property
as specified in [3], that is that a message received on a channel with this property
must have been freshly sent by its apparent sender to the recipient (although it
may be overheard, or indeed not received because blocked).

If, however, a weaker interpretation that omits the italicised phrase above
is adopted, and so allows a message to be diverted (or in this case, the re-
cipient to be deluded that a message physically directed to her was logically
intended by the sender to be so), we may uncover the following “printer-in-the-
middle” attack (assuming, perhaps unreasonably, that E-messages can also be
suppressed ):

1. A—n B(P):{A,kc(A), Na}pr(p) (overheard)
2. B—>g A  :print A, Ny (overheard)

V. T —yN B(P) :{I,kc(I), Na}pr(p) (abort 1st run)
X.B—gA : print A, abort (suppressed)
2.B—gl : print I, Ny (suppressed)
3’.B—>NI :{K7NA7NB}pk;(I)

3. I(B) —n A : {K,Na, Ng}pu(a)

4. A—>N I(B) :{NB7N:4}K

4’.I—>NB :{NBaN,lq}K

5. B—pg A(I) :print N/,

To avoid this problem, Message 5 should (of course, by all rules-of-thumb for
good protocol design) make explicit the identity A.
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Within the range of instances of the scenario analysed, the property NSg
alone is sufficient to ensure the security of the protocol, and this seems likely
to be the case in general; AOT n appears superfluous. If, however, we allow the
intruder to forge a key certificate for A (as would be the case if the association
between identity and key is self-certified, as it is with PGP), then this exposes
another printer-in-the-middle attack, which is ruled out by AOT y.

1. A —N I(P) : {A,kC(A>7NA}pk(p)
1. I(A) —n B(P) : {A, ker(A), Nabpi(p)
2. B—g A : print A, Ny

3. B—)N I(A) :{K,NA,NB}ka(A)
3’. I(B) —>NA I{K7NA,NB}pk(A)

4. A—>N I(B) Z{NB7N1/4}K

4, I(A) —)NB Z{NB,NA}K

5. B—g A : print N/

3.2 Protocol 1.2 (NSg)

The above protocol requires two communications on the empirical channel. With
the same physical scenario, this can be reduced to one at the expense, potentially,
of making the task of the user harder (assuming that the user has a part in the
implementation of this channel, as is the case in these examples). In the example
above the user has to check that various pieces of data output on the printer are
correct and appear while the printer is in “security mode”. The main constituents
of this data are the two nonces N4 and N;. Conventional nonces consisting of
many characters of random data are not ideal for humans to check — and they
might quickly get fed up and not do it properly! However there is the opportunity
to use other types of values here, perhaps pictures, words and patterns, of a type
chosen to map better onto humans’ capabilities.

The following protocol requires only one communication on the empirical
channel, but that is a cryptographic hash value. If a human was involved in
implementing the empirical channel then we would have the following choices:

— Give the user a lot of tedious checking to do.

— Use relatively small hash values that humans can check conveniently®.

— Devise some form of hashing into user-supplied pictures, words or patterns
(or combinations of these) which enables a satisfactory range of values to be
discriminated between in a satisfactory manner.

Of course the practicality of doing this, and whether any consequent greater risk
is acceptable, would depend on the circumstances of the particular scenario. The
protocol itself is considerably simplified:

 One can argue that the presence of a human in the loop makes this less dangerous
than in many circumstances, since he or she is likely to smell a rat (rather than just
resetting) if presented with an incorrect value.
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1. A—nN B(P): {A,pkA, Na}tprp)
2.B—>NA Z{A,B,pk‘A,NA,K}pkA
3.B—p A : print hash(Message 2)

As in the first example, this is reliant on a no-spoofing empirical channel. In the
above, N4 is a nonce, pkA is a public key chosen by A (which may or may not
be the same for different sessions and other types of communication requiring
public-key cryptography), and K is a session key chosen by the printer.

When A sees Message 3 (and that it agrees with the value that A has herself
generated by hashing the Message 2 received), she can be sure that Message 2
really was from the printer she has the empirical channel with (namely the one
she wishes to communicate with, and trusts). For the trustworthy printer B
would not have sent this message (which she knows it has by non-spoofability)
unless it had sent M2, which firmly ties its interest to A (as it contains A and
pkA), and to this session (as it contains N,). Furthermore A knows that B
will only have sent K in Message 2, necessarily encrypted under pkA, and that
therefore K is a secret shared between A and B.

Notice that if we are free to use hashing on a non-spoofable empirical chan-
nel, then we can effectively convert any full Dolev-Yao channel C' in the same
direction into a non-spoofable one by using the above trick. Namely each mes-
sage along C' is followed up by a hash of that message plus enough information
to identify the recipient (if the latter is not already included). The message-
then-hash order has the advantage that it bounds the time available for any
intruder to look for hash collisions, unless the empirical channel is delayable.
This, of course, is an advantage if the hash range (thanks to the human-factors
argument above) is not as large as one would ideally like.

Here the explicitness in Message 2 is sufficient to establish the tie between A
and B as being intentional, and the question of AOT  and of the variability in
the notion of NS does not impact the analysis.

3.3 Protocol 2 (NOH g)

As a variant of this scenario, illustrated by Figure 3, we now assume that the
printer has its own unique public/secret key pair, and that the E-channel com-
municates from the user to the printer (in the opposite direction to the first
example), perhaps by discreetly pressing buttons on a front panel. If we consider
a different threat model, namely that of no overhearing on channel F, we can
achieve the same goal by means of a different protocol.

1. A —N B(P) : {A,kC(A),NA}pk(p)

2. B —N A : {B,kC(B),NA}pk(A)
3.A—gB : N

4. B—-ny A  :hash(Ny,pk(A), ke(B),Ny)

In Message 1 A sends a copy of her key certificate and identity, and a nonce,
encoded with the generic printer key, to the printer. The printer then replies in
Message 2 with a copy of its own unique key certificate and identity, and a copy
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Fig. 3. Channel FE now runs from user to printer, unobservable by the attacker. Chan-
nel N is bi-directional with the standard Dolev-Yao vulnerabilities

of the nonce it received from A in Message 1, all encoded with A’s public key.
At this stage A knows that someone has received the original message, but she
cannot be sure that it is printer B.

In Message 3 A inputs a nonce Ny into the printer directly, over the E chan-
nel. In this threat model we are assuming that this input cannot be overheard,
and therefore only the printer physically interacted with can know N’;. So in
Message 4 the printer sends a hash of the nonce N, A’s public key, the printer’s
key certificate sent earlier in Message 2 and the first nonce, N4, sent by A. As
a result, A knows that the printer she is communicating with over N is also the
printer being communicated with on E. This message certainly originated at the
physically present hardware, since only one printer can know N';; the inclusion
of evidence of the identities of both A and B in the hash is necessary to prevent
an intruder acting as a man-in-the-middle for Messages 1 and 2, and persuad-
ing each that they are engaged in the protocol with a different principal. If, for
example, we were to have encrypted Message 4 under pk(A), this would have
opened up a man-in-the-middle attack. Of course, it is essential in this protocol
that E cannot be overheard, as otherwise an imposter who had been taking part
in the rest of the protocol could forge Message 4.

Since N/; is a shared secret here, it can be used as a session key; alternatively
the protocol leaves each of A and B with knowledge of each other’s public keys,
so they can use these.

Verification: As expected, under Dolev-Yao assumptions the protocol again
fails to meet its goal. However, to find an attack Casper requires corrupt printers,
i.e. Intruder knowledge of the generic printer private key sk(P). This is not
surprising as only Message 3 uses a special channel, and the nonce N4 that
must end up in the final hash originates from the encrypted Message 1 (where
it is associated with the users identity). When we do allow for corrupt printers,
the Intruder overhears the nonce N4 and has only to wait for the user to send
Message 3 (N/;) before faking the response in Message 4.

With the special channel property NOH g, Casper failed to find any attacks
on the protocol.
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Conclusions and Further Work

We have established the utility and viability of mechanical checking of pro-
tocols using empirical engagement to bootstrap authentication.

The multi-party scenario from [3] does not fit so neatly into the Casper
paradigm, and its verification will be the subject of a future report.
Similarly, we plan a further paper on the population of the variant-threat
lattice with plausible mechanisms and illustrative protocols.

All the mechanisms considered so far use locality (and location-limited chan-
nels) to establish firm identification of parties to one another. We also intend
to explore the possibility of using reduced-threat channels over a distance.
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Abstract. In pervasive computing environments, changes in context
may trigger changes in an individual’s access permissions. We contend
that existing access control frameworks do not provide the fine-grained
revocation needed to enforce these changing authorizations. In this pa-
per, we present an authorization framework, in the context of the Gaia
OS for active spaces, which integrates context with authorization and
provides fine-grained control over the enforcement of dynamically chang-
ing permissions using cryptographic mechanisms. Our design, imple-
mented in middleware, addresses the limitations of traditional autho-
rization frameworks and the specific access control needs of pervasive
computing environments. As part of our proposed framework, we define
cryptographic protocols that enforce access to the system’s communica-
tion channels and provide secure delivery of messages. We also provide a
proof of correctness of key agreement and freshness using the standard
BAN deduction system.

1 Introduction

In pervasive computing environments, a change in context may affect the access
permissions of users to different system resources. These context changes may oc-
cur often, and the management of access control policies for these environments
is inherently more complex. The problem of enforcing access control policies for
traditional information systems is well studied. We contend that existing authen-
tication and authorization frameworks for these systems such as Kerberos [1, 2]
and public-key certification hierarchies [3] are not adequate for pervasive com-
puting scenarios. To illustrate, in Kerberos, the tickets that represent a user’s
right to access a service are issued with fixed expiry times, which cannot be
determined in advance as a function of changing context. The problem of revo-
cation in hierarchical PKI systems is well known [4]. While the authors in [5]
explore the authentication problem for pervasive computing, our focus in this
paper is on the adequate enforcement of dynamically changing authorizations,
driven by changing context.

D. Hutter and M. Ullmann (Eds.): SPC 2005, LNCS 3450, pp. 134-150, 2005.
(© Springer-Verlag Berlin Heidelberg 2005
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We explore these authorization issues in the context of our prototype smart
room, consisting of a variety of computing and communication services that can
be configured for different activities depending on the context. This infrastruc-
ture is orchestrated by Gaia OS [6], which brings the functionality of an operating
system to physical spaces. In addition to common operating system functions,
such as events, signals, file system, security, processes, process groups, etc., Gaia
extends typical operating system concepts to include context, location aware-
ness, mobile computing devices and actuators like doorlocks and light switches.

To illustrate the problem in this setting, consider a typical scenario where
users, applications, or sensors may initiate events that trigger a change in con-
text. For example, a smoke detector may generate an emergency alarm event
triggered by an actual fire which disables electronic doorlocks and allows oc-
cupants of the environment to safely exit the building. This emergency alarm
event can be implemented in Gaia as a control message to a software-controlled
doorlock service, which in turn sends an unlock control message to the individ-
ual doorlocks.

Such event notification messages disseminate context information and have
the potential to change the operating characteristics of their environment. Au-
thorization to send these notifications should be tightly controlled. Without such
protection, the system is vulnerable to attack. For example, an attacker can trig-
ger an emergency alarm by forging the appropriate event, and open the doors
to gain physical access to the environment. An attacker could also repeatedly
send lock messages to the doorlock service to keep the doors in a locked state,
thereby denying access to authorized users. These two examples illustrate how
events that occur in virtual space may affect the physical security of that space.

Data exchanged between users and devices in the course of a pervasive com-
puting scenario is also subject to dynamically changing authorizations depending
on the context. Consider a collaborative meeting example where all users should
be allowed to send messages using the event channel to a shared electronic bul-
letin board via their personal handheld devices. When the room is configured
as a lecture hall, only a presenter should be authorized to send messages to this
bulletin board. Therefore, a user’s authorizations to the board should change in
response to a change in context. Due to the asynchronous and distributed nature
of event generation and notification, as well as data dissemination, this service
in Gaia OS is implemented as publish-subscribe channels.

Given the setting, we contend that existing frameworks [1,3,7,8,9] do not
provide the fine-grained revocation necessary to enforce changing authorizations.
In this paper we present an access control architecture that integrates context
with authorization and provides fine-grained control over the enforcement of dy-
namically changing permissions. Our proposed solution extends the functionality
of the Gaia OS and is implemented using distributed objects. The components
of our new framework can be replicated easily for load-balancing, are designed to
keep minimal state, and work independently without coordination. We believe
that this aspect of our design makes our system more efficient and resilient to
denial of service (DoS) attacks.
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The rest of the paper is organized as follows. Section 2 describes the threat
model for attacks on the communication systems of pervasive computing envi-
ronments. Section 3 presents the limitations of existing authorization frameworks
and motivates the need for a new access control architecture, which we present
in Section 4. In Section 5, we present the authorization protocols used in our
framework. We present an evaluation of our architecture and protocols in Section
6 and conclude in Section 7.

2 Threat Model

In this section, we characterize the nature and scope of attacks that can be
mounted against the message distribution system of our prototype pervasive
computing environment. We assume that attackers can be either passive or ac-
tive. Regardless of their physical location, passive attackers can listen to messages
anywhere on the network but cannot change the contents of these messages. Ac-
tive attackers can modify, reorder, replay, or inject messages into the network.
Neither active nor passive attackers can perform cryptographic operations with
keys that they do not possess. The remainder of this section discusses various
attacks and the impact they have on the system.

Integrity Violations. It is important that an event published by a sender is
the same event that arrives at the receiver. If no such guarantees can be
made, an active attacker can change the content of messages while they are
in transit. Consider an active attacker who changes the sign bit on messages
sent out by a temperature sensor. This attack may cause the climate control
equipment in the room to activate the heaters, which may adversely impact
system hardware.

Confidentiality Violations. In many cases, the contents of both data and
control messages may need to be confidential. Consider an electronic doorlock
system that sends events to a central monitoring facility when any door is
locked or unlocked. If these messages are sent unencrypted, unauthorized
viewers can quickly learn what parts of the building are unlocked. This could
lead to intrusions and theft.

Privacy Violations. While it is difficult to make strong guarantees about pri-
vacy such as unobservability, or unlinkability [10], it is important that a
message distribution system provides for basic user privacy by preventing
disclosure of sensitive personal information. Content publishers should be
able to define which entities have access to generated information. For in-
stance, if a user is wearing a location-tracking badge that periodically sends
her GPS location, she may specify a list of authorized recipients of this data
to preserve her location privacy.

Authenticity. Message authenticity is necessary in an event distribution sys-
tem, since the configuration and security of the pervasive computing
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environment can change as a result of the messages sent. Without such guar-
antees, the system is open to attacks in which a malicious user injects spuri-
ous messages, claiming that they came from legitimate sources. One example
of such an attack is when an intruder forges a message from a smoke detec-
tor that will trigger an alarm system. The alarm system may unlock the
doors to the building to allow easier exit, or in this case, entrance to an
unauthorized user.

Denial of Service. In addition to traditional denial of service (DoS) attacks,
the context-sensitive nature of pervasive computing environments exposes
these systems to additional avenues of DoS. For instance, a clever attacker
might realize that access permissions in the system change with context. The
attacker can repeatedly trigger context changes to force management over-
heads associated with permission revocation and acquisition on the system.
If these overheads are too high, such an attack could impact the distribution
of events.

In the rest of this paper, we describe the design and implementation of our
secure event distribution system and evaluate the architecture and protocols
that we present to show that our system is robust enough to resist the threats
outlined in this section. In the next section, we examine the shortcomings of
existing security solutions, explore the limitations that they impose when de-
ployed in pervasive computing environments, and motivate the need for our new
authorization framework.

3 Related Work

In this section, we present the limitations of existing authorization and authenti-
cation frameworks with respect to enforcing dynamically changing permissions in
pervasive environments. These frameworks include Kerberos [1, 2], SESAME [7],
hierarchical PKI [3], SDSI/SPKI [9], and KeyNote [8]. We also distinguish how
this work differs from other efforts to incorporate contextual changes into access
control frameworks for pervasive environments.

Kerberos and SESAME. Kerberos is a distributed authentication and au-
thorization framework that enforces access control through the use of time-
limited tickets. SESAME provides functionality beyond the scope of Ker-
beros such as scalability when multiple networks are connected. However, the
basic SESAME Security Architecture is essentially an extension of Kerberos.
Kerberos service tickets and SESAME certificates are valid for a fixed time
interval starting at a predetermined time. Explicit revocation before ticket
expiration is not possible. To combat this problem, Kerberos and SESAME
administrators may decrease the time interval between ticket activation and
expiration. This strategy now acts as revocation mechanism for all tick-
ets, regardless of whether or not permissions have actually changed. This
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negatively impacts the usefulness of tickets and increases the burden on
clients wishing to access resources in both Kerberos and SESAME. This
derived revocation mechanism does not solve the revocation problem since
there is still no direct link between ticket expiration and context-driven per-
mission changes. Role-based extensions to Kerberos and SESAME includ-
ing [11] still suffer from the same fundamental revocation limitation as the
basic Kerberos and SESAME architectures.

Hiearachical PKI. Unlike Kerberos and SESAME, hiearachical PKI systems
do have the ability to revoke access rights. However, critical analysis in [4]
suggests that distribution of key revocation information may be prohibitively
expensive on a large scale. Each time permissions change, a message reflect-
ing the new permission state must be distributed to each host in the system.
The dynamic nature of pervasive environments makes this framework insuf-
ficient for the revocation needs of these environments.

SDSI/SPKI. SDSI/SPKI suffers from the same revocation issues outlined above
for hierarchical PKI. Though SDSI/SPKI does not support certificate revo-
cation lists (CRLs), a service may exist that provides a list of principals
whose keys have been revoked. To maintain system-wide consistency, service
providers must continually poll the list of revoked certificates. SDSI/SPKI
is not appropriate for ubiquitous environments since certificates may be re-
voked often.

KeyNote. Similar to the limitations of the other authorization and authen-
tication frameworks addressed above, KeyNote does not provide sufficient
credential revocation mechanisms to handle changing context information.
Like Kerberos and SESAME, KeyNote allows credentials to exist for a lim-
ited window of time, but explicit revocation is not possible. The KeyNote
interpreter, a component used to verify credentials, may be informed of au-
thorization revocation. Similar to SDSI/SPKI above, this places the burden
on clients to perform certificate verification. Since we wish to eliminate this
client-side burden, the KeyNote framework is insufficient for our needs.

In [12] the authors propose a security middleware for Gaia, that consists of
a network of Middleboxes, reconfigurable computing and communications nodes
that act as proxies or access points for critical services and mediate access to
services by authenticating requesters and negotiating security requirements. Qur
system implements the generic proxy behavior of Middleboxes and mediates com-
munication between publishers and subscribers by brokering information pub-
lished by publishers to authorized, registered subscribers. In [13] the authors
argue that traditional authentication frameworks that attempt to prove the va-
lidity of a claimed identity are not sufficient for pervasive environments, and
that contextual attributes like location and manufacturer’s certificates should
be authenticated to establish higher levels of assurance. This work focuses on
establishing trust as opposed to handling dynamically changing permissions. In
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[14], the authors propose extensions to RBAC that facilitate context-aware access
control policies. In their system, users can assume multiple roles, and changes
in user permissions are communicated to applications for which the associated
roles are active. The authors do not provide a mechanism by which applications
can enforce dynamically changing permissions.

In the next section, we introduce our authorization architecture, which is
designed to overcome the revocation granularity limitations of existing autho-
rization and authentication frameworks. We also provide implementation and
analysis details to validate our proposed concepts.

4  Architecture

Gaia OS [6] is a middleware meta-operating system that exposes APIs which
allow users to locate and interact with applications, manage the context of the
system, create and utilize communication channels, and otherwise interface with
the pervasive computing environment in a meaningful way. Gaia OS utilizes
publish-subscribe “event channels” to control the system and disseminate infor-
mation to interested parties. The specific solution that we present is designed to
secure these channels.

4.1 System Architecture

We rely on cryptographic mechanims to enforce dynamic authorizations. If an
individual has sufficient rights to an information resource, the system can en-
crypt the information and provide the user with a secret decryption key. This
ensures that only authorized individuals have direct access to sensitive data, and
anyone snooping on the communication channels is denied access. Dynamic au-
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thorization is achieved by controlling the distribution of keys, and key freshness
and agreement are essential for proper enforcement of access control policies.
Key revocation, an integral part of key management, is used in our framework
to deny access when permissions change.

We present a key distribution and management protocol to achieve dynamic
authorization in pervasive computing environments. Qur proposed solution ac-
counts for denial of service, failures of commodity hardware and the dynamic
nature of pervasive systems. Our framework is distributed and provides multi-
ple key management entities. Each management entity maintains minimal state
to facilitate bootstrapping, data migration and replication as well as allows the
system to handle attacks on individual components. Figure 1 presents the archi-
tecture of the secure publish-subscribe system that we have developed for Gaia
OS. We now describe the components of this system.

Publisher. Publishers are the information providers in our system. They create
channels, determine the access control polices for these channels, and pub-
lish data. Example publishers include sensors, messaging clients, and other
system components.

Subscriber. Subscribers are the event consumers in our system. Any subscriber
can register to consume events that they are authorized to view.

Event System. The Event System is the underlying messaging system pro-
vided by Gaia. This component provides functionality for creating, destroy-
ing, and managing event channels.

Secure Event Component (SEC). In our system, there are one or more SECs.
These components act as distributed reference monitors for the event chan-
nels in the system. Each SEC manages access control for one or more event
channels. When a channel is created, its creator pushes access control lists
(ACLs) controlling read and write access to the new channel. The SEC is
responsible for enforcing these ACLs. We describe the SEC in further de-
tail next.

4.2 Secure Event Component

The Secure Event Component (SEC) stores encryption keys, checks access rights,
and brokers messages securely from publishers to authorized subscribers. A par-
ticular configuration of an active space may have multiple SECs that generate
and manage symmetric keys used to secure specific event channels. The sym-
metric keys are stored in a hash table to allow efficient storage and lookup.
These symmetric keys must be stored in a secure manner, e.g., using tamper-
resistant hardware. Details of the cryptographic protocols between the SEC and
the publishers and subscribers are presented in Section 5.

Users in our system can authenticate and obtain their credentials using a
public/private key pair issued by the Gaia Certificate Authority. Once the user’s
identity is established, an attribute certifier, which is not discussed in detail in
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this paper, can issue them credentials bound to the current context by a counter
which attest to various attributes, including their roles in the system. Each
device or service maintains an access list, which associates a set of permissions
with each role.

When the context of the space changes, the underlying Gaia access control
architecture [15] changes the user-role assignment of affected users, according to
a meta policy specified by the administrator of the space. The privileges assigned
to roles in a space are relatively static, but principals can move in and out of
roles in a dynamic fashion, triggered by changes to the current configuration
of the space. A Gaia administrator is responsible for setting up these policies.
In [15] we show how our access control framework, based on RBAC, can be used
to specify such context-sensitive policies correctly. In this paper, we present a
set of mechanisms to guarantee that the permissions that are being enforced
are current.

To create a secure event channel, user Alice authenticates with the SEC and
receives a symmetric key that she can use to publish to the SEC over a newly
created channel. When Bob wants to subscribe to the events published by Alice,
the SEC checks Bob’s current role permissions to verify whether he possesses the
necessary permissions. If authorized, the SEC creates a new channel, negotiates a
symmetric key with Bob (one per channel), decrypts the message it receives from
Alice and re-encrypts it with Bob’s key, and sends it on the appropriate channel.

The binding between a user and their current role can change at any time due
to a change in context. The SEC is notified by Gaia’s access control service when
existing user-to-role mappings are altered by a role change in the system. If any
user-role assignments are changed for a particular subscriber channel, the SEC
revokes the symmetric key and denies unauthorized access to this information.
It is important to note that publishers are unaffected by this change, as the
Secure Event Component decouples the publish and subscribe operations by
using different keys to communicate with publishers than with subscribers.

In the next section, we present the details of our cryptographic protocols,
highlighting their key acquisition and revocation features.

5 Protocol Details

In this section, we explain the details of the cryptographic protocols used in
our system. These protocols are used to negotiate and transfer keys from the
SEC to the publishers and subscribers. We also describe protocols for sending
messages and requesting new keys. Finally, we discuss how key revocation works
in our system.

It should be noted that throughout this section, we assume that the publisher
creates the channels in the system and provides an ACL used to restrict the set
of potential subscribers. A straightforward extension of these protocols would
allow a third party to create a channel and provide ACLs for both publisher
and subscriber groups. Due to space limitations, however, this extended set of
protocols is not discussed.
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5.1 Notation

The following notation is used throughout the remainder of this document:

— P is a publisher, S is a subscriber and M is the SEC.

— ID(B) refers to user B’s identity certificate, which is publicly available from
a trusted Certificate Authority (CA) in the system.

— Attr(B) refers to object B’s attribute certificate (e.g., its system role bind-
ing).

— PKp refers to B’s public key and PKgl refers to B’s private key.

— Kp) is a symmetric key shared between the publisher P and the SEC M.

— K (P) refers to a symmetric key that is shared between the SEC and the
subset of authorized subscribers. Note that Kgp(P) # Kpag.

— Np is a nonce generated by user B.

— {C} K refers to the message C encrypted with key K, whereas (C) g+ refers

to the message C signed by key K'.

H refers to a cryptographic hash function, used to create a MAC.

5.2 Authorized Channel Creation

When a publisher, P, wishes to publish on a secure channel, he must first create
an insecure channel. This is done with the aid of the Event System. This channel,
known as the publisher channel, is used by P and the SEC to exchange messages.
These messages are shown in Figure 2a. Once the publisher channel is created
P and the SEC exchange a key. Key exchange begins when P sends a secure
channel message to the SEC. This message contains the name of the SEC, a
nonce, generated by P, an ID certificate for P and a hash of the message signed
with P’s private key. The entire message is encrypted with the SEC’s public key.
The SEC responds to P with a message that contains P’s name, P’s nonce, a new
nonce generated by the SEC, a new symmetric key and a hash of the message
signed with the SEC’s private key. This entire message is then encrypted with
P’s public key. P acknowledges the receipt of the key by sending a message
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that contains the SEC’s nonce. This message also contains a signed hash and is
encrypted with the SEC’s public key.
Formally:

P — M : {D = (SECURECHANNEL, M, Np, ID(P), (H(D))pg-1}rKy
M—>P{D= (OK, P, Np, ZV]\/[7 KPM)a <H(D)>PK;/[1}PKP
P — M :{D = (ACK, ¥, Nys), (H(D))pye—1}ricy

This protocol allows for the mutual authentication of the SEC and P, along with
secure key exchange. It also assures P that the SEC is an authorized system
component and binds the actions of P to his identity which ensures nonrepudi-
ation.

We model the protocols using a belief logic. The rules of the Burrows-Abadi-
Needham (BAN) formal deduction system [16] are used to draw some conclusions
about what guarantees these protocols provide. While the BAN system does
not have an independent semantics, it is sufficient here to prove mechanically,
given that the assumptions are correct, that key agreement and freshness can be
achieved with our protocols. Using only the rules of inference outlined in [16],
we prove that after a run of our protocol, a trusted publisher (or subscriber)
in our system believes that the SEC believes that he or she shares a symmetric
key with the SEC, and that this key is fresh. Likewise, we prove that a trusted
SEC believes that P believes that it shares a fresh key with the publisher (or
subscriber). We present details of our proof in Appendix A. Note that we can-
not prove these results if either the SEC or the publishers and subscribers are
malicious and lie about their beliefs.

To prove that we achieve our goals, we assume that all parties communicat-
ing can generate fresh nonces. Since each party in the system uses a crypto-
graphic pseudo-random number generator, we feel that this is a valid assump-
tion. Additionally, we assume that all parties can obtain the public-key cer-
tificates of the other parties through the Gaia certificate authority. Lastly, we
assume that publishers and subscribers trust the SEC to generate appropriate
session keys.

Validating that the key agreement and freshness properties can be achieved
by our protocols provides us the assurance that our cryptographic mechanisms
are being used correctly. It is important to note that these mechanisms only
enforce the underlying dynamic policy changes. It is equally important to analyze
whether the underlying RBAC framework itself generates the appropriate user-
role assignments, consistent with the requirements and goals of our pervasive
computing scenarios. We present a proof of this safety property in [15].

5.3 Authorized Client Subscription

When a subscriber, S, subscribes to a secure channel, she must first acquire an
attribute certificate that serves as an attestation of her current system role. The
following message exchange is similar to that in Section 5.2:
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S — M :{D = (JOIN, M, Ny, Attr(S), ID(S)), (H(D))p=:}piy
M—S: {D = (OK7 S, Ns, NM, KSM(P)), <H(D)>PK;/[1}PKS
S — M :{D = (ACK, M, Nar), (H(D))pc-1}prcy

This exchange provides the same guarantees as those discussed for channel cre-
ation. S’s attribute certificate is passed to the SEC in the first message. This
allows the SEC to mediate access to the channel based on S’s system role.

The client registers as a listener on the administrative channel. All three
messages described above are exchanged on the administrative channel. The
client does not register for the subscriber channel until the final acknowledgment
is sent. Figure 2b. illustrates this process.

5.4  Publishing a Message

P publishes messages to the SEC encrypted with their shared key. The SEC
subsequently decrypts these messages and re-encrypts them with the subscriber
key and sends them to the subscribers.

Formally:

P — M : {MESSAGE} x,,,

This is shown in Figure 3. It is important to note that there may be many
subscribers listening to the same channel.

5.5 Changing a Publisher Key

P uses a symmetric key to encrypt its messages. Keys that are used for a long
period of time are susceptible it is to cryptanalysis, therefore P periodically
requests a new symmetric key from the SEC. P requests a key by sending a
message that contains a nonce and is encrypted using the key shared between
P and the SEC. The SEC subsequently sends a new key to P. This message is
encrypted with the old key and contains P’s nonce and a new nonce generated
by the SEC. P acknowledges the receipt of the key by sending the SEC’s nonce
back, encrypted with the new key.



Supporting Dynamically Changing Authorizations 145

/ 1. Request new key
Publisher 3. Key
\ 4. Ack
Publisher Channel
Legend:
— : Method Call Communication
<—:P>: Message sent on a channel

Fig. 4. The messages exchanged to get a new key

This exchange is shown as follows:

P— M: {CHANGE, NP}KPM
M — P:{KEY, Np, Nur, Kpy}irn
P — M : {KEYACK, N}gr,

All of these messages are sent between SEC and P using the publish channel
as shown in Figure 4.

5.6 Handling a Role Change

In a pervasive computing environment, an individual may have several roles and
her active role binding may change for a variety of reasons. The same user may
have the role of a lecturer in a smart classroom, and the role of a researcher
when a meeting is scheduled in the same room.

Role changes in this system are handled by a unilateral revocation of the
keys on the channels affected by the role change. For example, only lecturers
may have access to the overhead projectors, so if a lecturer’s role changes to a
researcher, the projector’s publisher key is revoked. In order to accomplish this,
the SEC receives a message from a trusted authority, namely the Gaia context
system, informing it of the role change. Students subscribed to the projectors
display channel need not change their roles or keys.

Unilateral key revocation allows the overhead of revocation to be distributed
among the affected entities. These entities are required to reacquire the attributes
necessary to continue to use the event channel. This means that the SEC does
not need to track the roles and permissions of users subscribed to the channel
and also allows key revocation to be fast and efficient.

In the next section, we will evaluate our solution and protocols and show how
it meets the needs of pervasive computing environments.

6 Evaluation

In this section, we revisit our threat model and argue informally about how
our authorization framework addresses our original goals and overcomes the
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limitations of existing solutions. We revisit each of our threats from Section 2 in
turn and examine how we address integrity, confidentiality, privacy, authenticity,
and DoS concerns.

Our framework relies on standard public-key certificates for identity authen-
tication. When a new user, Alice, joins our system, she is required to obtain a
public-key certificate from our (offline) CA and include this in her communica-~
tion when she first attempts to contact any server, tries to publish, or subscribe
to the event channels. We propose that the user’s identity is verified out-of-band
before the certificate issued. All trusted entities in the system, including the SEC
and the event managers also publish their public keys so that anyone wishing
to communicate with them can use their public key to send them encrypted
messages. However, relying on public-key encryption for all confidentiality re-
quirements can be expensive. Therefore the public-key encrypted channels are
only used to exchange symmetric keys securely as outlined in our protocols
previously.

With the public-key infrastructure, we can also provide integrity protection,
non-repudiation, and mutual authentication. For integrity, Alice can create a
MAC using a cryptographic hash function and sign this MAC with her private
key used for digital signatures. A verifier on the other end can validate the
integrity by recomputing the MAC and checking it with the decrypted value
embedded in the message. This mechanism can also be used to provide non
repudiation of origin. Mutual authentication can be accomplished by a standard
challenge-response protocol used in this fashion. Our protocols are optimal in
the number of rounds required for mutual authentication.

While our use of the PKI is fairly standard during protocol initiation, all sub-
sequent messages between two mutually authenticated parties are protected by
encryption using symmetric session keys for performance reasons. The novelty in
our framework is in the use of these keys to enforce authorizations. For example,
whenever subscriber authorizations change due to changes in system context,
the publishers in our protocol are unaffected. The mediators or the SECs sim-
ply change the encryption keys on the channel they share with the subscribers,
enforcing this policy change without sacrificing security guarantees. In this case,
the subscribers are burdened with the responsibility of obtaining new keys by
re-authenticating with the attribute certifiers according to their new roles. This
unilateral revocation of keys may inconvenience affected subscribers, requiring
them to buffer some event messages from the SECs and delay their processing.
On the other hand, when a publisher’s authorizations change, subscribers are
unaffected. We picked this trade-off deliberately to cause the least amount of
impact on the rest of the system, and maximize the precision of enforcement of
dynamic access control policies.

Our use of group keys, i.e., one key per role, simplifies key distribution and
management. In our initial prototype, we do not optimize group key revoca-
tion and sharing. In the future, we plan to explore different hierarchical key
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distribution frameworks, especially multicast and group-key management [17,
18,19, 20] to optimize this aspect of our protocols.

With respect to the DoS problem, we believe that our distributed mediators
(the SECs) make it difficult for an attacker to mount DoS attacks against our
infrastructure. In particular, an attacker would need to expend a large amount of
resources to target all the different components to cause service outages. Since
our protocols themselves are soft-state and our entities can bootstrap easily
without needing to coordinate with each other or worry about consistency issues,
we claim our solution is resilient to DoS attacks.

However, we realize that a dedicated insider can repeatedly change the con-
text to trigger key revocation and deny service to legitimate users. While our
system provides non-repudiation at session start-up, such an attacker can hide
behind the group or role set that he or she belongs to due to our use of symmet-
ric keys at this point. At this point, we may need to look at publish behavior of
individual users by analyzing audit logs to catch the culprit. Maintaining these
logs becomes more crucial in this context. While our use of symmetric keys at
this point makes it harder to catch an attacker quickly in this scenario, we still
have accountability at a per-user level.

In the next section, we summarize our work and present our conclusions.

7 Conclusion

In this paper we present an access control architecture that integrates context
with authorization and provides fine-grained control over the enforcement of
dynamically changing permissions. The foundation of this access control archi-
tecture is our secure message distribution system which consists of protocols
for gaining authorized access to communications channels and securely trans-
mitting messages throughout the system. Our secure message distribution sys-
tem addresses the threats to the underlying communication system of pervasive
computing environments, as well as the limitations of existing access control
frameworks.

We have implemented our access control architecture in the Gaia meta-
operating system as distributed objects. Our access control and messaging pro-
tocols secure Gaia’s publish/subscribe communication system. We also present
a proof of correctness of our cryptographic protocols using BAN logic.

Our design includes distributed reference monitors, authorization servers, and
key managers, which afford maximum flexibility to handle dynamically chang-
ing permissions securely. Our SECs maintain ACLs and are directly responsible
for enforcing access policy. This design choice enables distributed enforcement
of policies without sacrificing consistency. The components of our architecture
can be replicated easily for load balancing, are designed to be soft-state, and
work independently without coordination. We believe that this aspect of our
design makes our system more efficient and resilient to denial of service (DoS)
attacks.
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Abstract. Pervasive computing can be divided into computing on per-
sonal wearable devices and computing in a smart infrastructure. When
a wearable device communicates personal data for further processing
to the infrastructure, privacy concerns arise. These concerns would be
unnecessary if the behavior of services in the smart environment could
be authenticated and known to be compliant to given policies. Based
upon the Trusted Computing idea, we present a solution to the specific
problem of service access point authentication. In contrast to previous
approaches, this operating system centric approach does not only han-
dle trusted computing enhanced applications but also deals with legacy
applications providing services.

1 Introduction

The paradigm of ubiquitous and pervasive computing [1] is leading to a much
greater intrusion of information and communication technology into the personal
life of everyone than what we experience today. Users in a pervasive computing
environment will use smart personal objects interacting with services provided
by other smart devices. This can lead to a huge amount of communication be-
tween personal user devices and devices of the smart environment and thus result
in accidental release of sensitive information such as personal data. While people
using services in the Internet are becoming more aware of the situation and at
least try to use only trustworthy services and not release sensitive information
to everybody, the same problem in pervasive computing seems to be harder and
even more complicated. One reason for this is the number of service-providing
devices in a smart environment. For somebody using these devices it is hard to
figure out who is their owner and maintainer. He may assume that devices in a
smart environment located inside a building of an organization are maintained
by this organization, but he cannot be sure about that. In a public space, the
user can only guess who might be maintaining a certain device. It can also not
be assumed that the same device in a smart environment at the time ¢ and a
later time ¢ 4+ At. Particularly an attacker with the aim of collecting information

D. Hutter and M. Ullmann (Eds.): SPC 2005, LNCS 3450, pp. 151-162, 2005.
(© Springer-Verlag Berlin Heidelberg 2005
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via providing a service in a smart environment will keep his device running only
as long as necessary to collect enough information and then disappear. Thus,
not even the argument of security through physical proximity works [2]. There-
fore, we propose the authentication of the behavior similar to that proposed by
Creese [3] by providing the user with the ability to verify a service-providing
device before the intended service is going to be used. This verification consists
of a first step in which a challenged system provides evidence about its state and
a second step in which the attestation data is interpreted. Trusted computing
platforms, as they are specified by the Trusted Computing Group [4], provide a
solution to attest the software components running on a system. With knowledge
about the behavior of the specific software and hardware components one can
decide if they are in compliance with a given policy and thereby trustworthy.
Trusted Computing Group compliant hardware is available in PCs and in ref-
erence implementations of a PDA [5] and embedded devices [6]. In a prototype
implementation, the authors developed a service using a personal device to ac-
cess a service at a terminal [7]. In this scenario, the personal device of a service
user requests a hash value of the service-providing system and proceeds only if it
can identify the service as one of which the behavior is known. We continue that
approach in this paper and solve the attestation problem by mapping the result
of a machine attestation to the access point of a service. This approach allows
reuse of legacy applications that are not aware of the attestation mechanism.
Our mechanism focusses especially on avoiding man-in-the-middle attacks and
prevents a user from inadvertently communicating with a service started at a
later time than the time attestation took place.

The following section of the paper describes the attacker model. An overview
of how Trusted Computing is used to authenticate the behavior of a service
application is given in section 3. We describe security requirements which are
necessary to avoid ambiguities of service access points. Section 4 describes the
proposed approach and some extensions to the operating system to defeat the
described attacks. A discussion in section 5, an overview of related work and an
outlook conclude the paper.

2 Attacker Model

The aim of an attacker is to gain access to personal or sensitive information
which is communcated by a user to a service. The position of the attacker can be
between the service-providing device and the user. There he may read datagrams
of the communication and insert his own datagrams or try to take over the
communication with a man-in-the-middle attack. An attacker can also be located
inside the service device if he gains access to it. There he can start his own
services and try to get them registered with well-known service access points.
He may also use denial of service of reduction of quality of service attacks on
the service the user wants to talk to. We further assume that the operating
system running on the service-providing device provides strong separation and
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isolation of processes and an attacker with access to the device itself cannot
access resources of an application already running and providing a service.

We do not consider visual attacks on the user input or output, e.g. by pointing
a camera on the screen.

3 Authentication of Behavior via Attestation and
Interpretation

Mapping or describing the behavior of software on a computer to a policy is a
complicated task. It becomes especially difficult to verify the compliance of the
system’s behavior with a stated policy when a system becomes more complex.
From a privacy point of view, such a policy could be, for example, that a pervasive
computing device does not leak its users personal data. One way to approach
this problem of unknown services is to let a potential user know exactly which
applications are executed on a service-providing system. With the knowledge
about the behavior of the service application and the execution environment,
a service user can decide to use this application or service if it complies with
his personal policy. As it is unlikely that all of this information is available
at the user’s devices or that a user has the ability to perform this evaluation,
we introduced a trusted third party which provides a mapping between rated
applications and their expected behavior stated in a policy.

In the proof of concept demonstrator mentioned above we used software-
based verification of a single hash value for a packed set of applications and
libraries to give a challenger the ability to identify pieces of software before they
are executed on the service-providing device. A user of this terminal proceeded
only if the hash value was one of a terminal which complied to a certain policy.

The Trusted Computing Group specifies a mechanism in the form of a sepa-
rate tamper-resistant hardware extension with a set of special purpose registers
and functions. This security chip is used for measurement and as a reporting
entity and it measures every piece of software or configuration which is going to
be executed. These results are reported to the platform configuration registers
(PCR) located on the security chip. It is then possible to decide later whether
the system is in a known and trustworthy state after loading all these measured
software components. The measurement starts with the core root of trust of
measurement (CRTM) that checks the firmware, then the bootloader, the OS
and the applications. During the boot process, every component is responsible
for checking the next one loaded. Once the OS is up and running it becomes
the OS’s responsibility to make sure that every application is measured, i.e., its
hash reported to a PCR in the security module for later evaluation. The transi-
tive trust during boot is applied to extend the trusted domain and is illustrated
in figure 1.

Due to the fact that the PCRs are hardware registers and the memory size
of the TPM hardware module is limited, the TPM provides a mechanism to
virtualize this limited set of registers by adding a hash value to a platform
configuration register which already keeps a hash value. This mechanism is called
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Fig. 1. Transitive trust during system and application startup. During boot, before the
respective next component can be loaded it has to be reported to the trusted platform
module (TPM) which calculates the corresponding hash and adds it to the platform
configuration registers (PCR) and list of loaded components
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Fig. 2. FExtension of a PC-Register on the TPM and maintaining a hash chain. On
the left, the list of hashes is displayed, containing the hashes of the loaded executables
from the first (index zero) to the last one (index n). On the right, the corresponding
platform configuration register (PCR) extensions are shown, illustrating how the PCR
value is updated by calculating a hash over the old value concatenated with the new
value. The register number reg stays the same during the process, as in our case only
one of the at least sixteen available PC registers is used to attest the validity of the
hash chain

extension and can be used with the command TPM_FExtend. This command
concatenates an existing value in a selected PC-Register with the hash value of
an application or library to load, hashes this value again and stores it in the
same PCR. By keeping a list of all single hash values which were extended to a
selected PCR it is possible for a challenger to verify the chain of hashes step by
step and identify all executables or library parts of the system [8]. The following
figure 2 illustrates this:

To decide if the platform which should process sensitive personal data be-
haves as it claims to, one has to know about the behavior of the software and the
platform. Trusted Computing mechanisms can guarantee a proper measurement
of software, but, as mentioned above, a trusted third party has to provide infor-
mation on the classification of software and hardware components as conformant
to a given policy or level of trustworthiness. This can be seen as a technical re-
placement for a trust or privacy certificate presented when a web-based service
is used in the Internet. Contrary to what certificates usually are used for, here
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1a: asks for a trusted service, e.g. income tax return

Service Provider

1b: reports the current system state (supported by the TPM):
running version 2.12 certified by Certifier {PCRs signed by AIK}

2a: verify the validity of the used AIK

Service Customer _ f
(challenger) N nd that the issuer is trusted
«— \

Privacy CA
2a: ok, the AlK is still valid and issued by this CA

3a: verify the reported system state {PCRs}
and do | also trust the Certifier

Certifier

3b: the {PCRs} are consistent with the loaded service application,
the underlying library and OS and the service adheres to
given usage restrictions of Pll

4. use the service unless the results of step 2 or 3 are negative,
in this case fall back to other protection mechanism or halt

Fig. 3. Attestation and mapping of a service-providing machine. The customer only
uses the service if the service provider is trusted, provides a valid system attestation
and the service complies with the desired policies

the certificates are not interpreted as proof of identity of a device or a system
but as proof of the behavior thereof.

A service user, who is interested as to whether a presented service on a
machine is in conformance to his personal policy, performs the following steps.

1. He first requests the state of the machine which claims to offer the service.
As a result, he gets a set of PCRs signed with an Attestation Identity Key
(AIK).

2. Then the service user verifies the authenticity of the TPM to decide if the
reported PCR hash values can be treated as authentic values. Obviously, the
issuer of the AIK which was used to sign the PCRs in the previous step has
to be issued by a trust authority, which is trusted by the challenging service
user.

3. The service user then interprets the attested hash values and the hash chain.
He uses local knowledge from a previous transaction or queries a third party
to find out a mapping of a running service on the service-providing ma-
chine to a policy which is conformant to his personal one. The complexity
of this mapping increases with the number of different software versions and
patches. Research on how to simplify this is done by Haldar et al [9] and is
beyond the scope in this paper.

This procedure is visualized in figure 3.

This provides a challenger with a view to the attested system at the time the
PC-registers are signed. Since the attestation step has to be carried out before
a service is used, there is a time window in which the system can change its
configuration. For example, it is possible that a service with a known hash value
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Append to the fist Extend the PCR(reg) with TPM_Extend time of using
the service
hash(service,) service,  |PCR (reg)=hash(PCR _(reg) | hash(service.))
time of
attestation

hash(service,) service,  |PCR (reg)=hash(PCR_{reg) | hash(service )

time axis

Fig. 4. Using a different service despite of a valid machine attestation. After attesta-
tion at time ¢, a second service (index 9) is started. If service 5 was stopped between
t and t + At and service 9 is now running on the access point the user expects service
5 to be at, the user will not be communicating with the desired service. No matter
whether service 9 is a malicious service or a trusted service, this problem has to be
addressed as we want the user to get the exact service he chose

was in the list of attested applications but in the meantime this service was
stopped and an untrustworthy service has registered at the same service access
point.

We can also consider the case where a device runs two service applications on
a service-providing device, each of them being conformant to a different policy
or level of trustworthiness. For a challenger and user of this service it is therefore
essential to continue the usage of the service with a selected policy only. This
requires a link between the attested system state and the service (and service
access point) which can be validated when the service is used. This security
weakness caused by the time delay is showed in figure 4.

The second reason why a link between the system state attestation and a
service is necessary is to avoid a man-in-the-middle attack which could take
place after a challenger has successfully attested a system and proceeds to use
a service on this system. If there were no link between these two tasks, it would
be possible for an attacker to take over the communication at this point.

4 Our Approach

Our approach to solve the problems mentioned in the previous section is to
introduce service-dependent associations between the attestation results and in-
dividual services. This enables a challenger to detect whether he is communi-
cating with a service application he does not expect to communicate with. It
also prevents a user accidentally selecting an application or service that could
not be verified as trusted which could easily happen on a system offering several
services but not all of them being trusted. On the other hand, this prevents a
man-in-the-middle attack where a malicious system takes over the communica-
tion after the attestation of a system but before using the application. It is not
enough for the attested system to announce the location where the service can
be accessed in an authentic way, because, after the attestation, the user would
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Fig. 5. OS provided wrapper for authenticated service access points on socket request.
TLS is used to protect the communication channel between the service-providing sys-
tem and the user’s system. The service’s public key is used as TLS server certificate
so that only the intended service can decrypt incoming data correctly - without using
the public key another service could be eavesdropping

have no assurance that when using the service the same service is still running
at that location - a malicious service could have taken over in-between.

The solution we propose to remedy this security weakness was designed with
respect to simplicity and transparency. Simplicity is achieved by using built-in
mechanisms of the TPM. Transparency is achieved by exposing the usual socket
interface to the application, therefore avoiding adaptations of the applications.

In order to assure that the challenger will always be communicating with
the desired, specifically chosen service on a certain service access point only,
we introduce a link between the attestation and the corresponding service by
using cryptographic keys in the communication process (as opposed to using
cryptography for authentication only). When a service is started and requests a
socket from the operating system, the OS generates a private/public key pair and
assigns it to the specific service running on the requested socket. The purpose is
to exactly re-identify this service by using this key when it comes to the service
usage. It is important to annotate that we treat the public part of this key pair
as an executable file. This means that its hash value is added to the hash chain
of loaded applications and the corresponding PCR is extended accordingly. This
workaround is necessary because the Attestation Identity Keys which are used
to attest a machine can only sign the content of a PC-register. When a machine
is attested, the hash of this public key is announced and signed and a service
user can check a presented key pair of a selected service by the verification of its
hash value. This wrapping is illustrated in figure 5. During the authentication
process, the challenger’s OS receives the public key and then has to encrypt all
further data sent to the service. The receiving OS, keeping a list of all service-
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Append to the fist [Extend the PCR(reg) with TPM Extend

hash(public key.,....,) lpublic key.

senvice N

PCRHEW(reg)=hash(PCRWWS(reg) | hash(public key__.....)

hash(service,) service, PCR _(reg)=hash(PCR

new previous

(reg) | hash(senvice, )

Fig. 6. Fatending the hash chain and the PC-Register with a service authentication
key. Sending the service’s public key without any authentication would not lead to a
secure service access point as an attacker could simply insert other keys that allowed
malicious services to steal information. Therefore, the service’s public key is hashed
and its hash added to the list of hashes (left side of diagram) and to the PCR (right
side of diagram) so that it becomes authenticated

socket combinations, decrypts the data before passing it on to the service so
that the service does not have to take care of decryption. While on this level
only the user has to encrypt the data sent to the service and the service itself
does not encrypt, on a lower level TLS [10] or alternatively some other socket
layer cryptographic protocol will be used to protect the exchanged messages.
The service’s key pair and especially its hash serve the purpose of creating an
attestation for the user that he will only be talking to the service that he verified
on a certain service access point.

Since the OS provides a unique key pair for each service-socket combination,
there is no way a malicious service registering to the service access point or
listening to the channel could get any information other than the encrypted
data as long as the OS provides strong process isolation.

The public key necessary for communication with a service is transmitted as
follows: after generating the key pair, the OS adds the public key’s hash to the
list of hashes that is used for attestation. As writing directly into a PCR is not
possible, the OS has to put the public key in a file on the harddisk first and
then pretend to be loading the file as an application. This fake application is
then hashed by the TPM and a PCR is extended with the hash value which is
also appended to the list of hashes as is done with every application, so now the
public key’s hash value has been added to the list of hashes (as shown in figure
6). Together with the hash value the name of the corresponding service and its
hash value are added so that the challenger knows exactly which key to use to
talk to a specific, attested service. Also, the entry shows that it is a service’s
public key’s hash and so the challenger does not have to ask the TTP about it'.

What if an attacker manages to tamper with the list of hashes before it
reaches the challenger? Changing the hash values would lead to the attestation
hash becoming invalid so the challenger would not continue the communication.
However, an attacker might be able to change the names of the applications on
the list. In this very unlikely event, the worst that could happen would be the

! The hash would be unknown to the TTP anyway.
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service not being able to decrypt the incoming data: if the challenger did not
check the content of the list of hashes with the TTP, the attestation hash would
verify successfully but then the challenger would use the wrong public key to
encrypt the data that is about to be send to the service. If the challenger checked
with the TTP, he could tell from the TTP’s information on the applications’ hash
that the list had been tampered with.

5 Discussion

Allowing a service to execute other applications after attestation puts at risk
the quality of the attestation. Imagine a service that has been loaded, success-
fully attested and started. Then, before or maybe even after service and user
start exchanging data, the service loads a malicious application as a plugin.
Although with the malicious application loaded the system’s attestation would
fail the next time it was checked, for now the user still thinks he is talking
to an attested service running on an attested system. However, the malicious
plugin could easily steal all information the service provides it with. There-
fore, services loading unknown applications would either have to be banned (a
rather theoretical possibility) or marked as dangerous. an alternative would be
sandboxing.

The processing power needed to calculate the hashes and perform encryption
should not pose a problem. Today’s mobile devices might not be able to handle
several encrypted connections at the same time. Because of low bandwidth,
display limitations and the rather poor distribution of publicly available services
so far this is not a serious issue. By the time the other problems have been solved
the processing power will be more than sufficient.

From a usability point of view, our approach does not impose any burden
on the user. All the necessary keys can be computed automatically without the
user even noticing that they are computed, let alone the user having to click
through some complicated, ”cryptic” form. Furthermore, none of the keys have
to be stored on a device the user would have to provide (e.g., a hard disk or
smartcard), in fact, except for the TPM’s keys which are stored inside the TPM
itself, no keys at all need to be kept longer than the service is being used. Also,
as the OS will take care of the complete attestation process, the services will not
have to be changed or re-implemented.

6 Related Work

There is some work that is related to the idea of qualifying or authenticating
the behavior of a device (or a service running on it) in a pervasive computing
environment. This was discussed by Creese et al in [3]. The authors consider
self-certifying software and hardware sending its configuration to get a clue on
the behavior. However, they did not present an architecture.
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Haldar et al discussed the mapping of the behavior of an application in [9].
They use a virtual machine on top of a trusted computing-capable operating
system to describe and monitor the information flow inside it. They mention the
need of a shared secret to prevent hijacking of a session between a challenger
and the attested system.

Campadello et al [11] emphasize the need of trustworthy services with secure
access points in order for customers to trust and thus use pervasive comput-
ing services.

Lie et al [12] have discussed a hardware-based approach and trust model
where applications are running in an isolated and encrypted compartment and
can attest themselves. This approach requires more and deeper changes to the
hardware than the sole introduction of a TP module; also, it aims more at copy
protection than service authentication.

An integrity measurement architecture based on the Trusted Computing
Group specification and an implementation on a Linux operating system were
described by Sailer et al [8]. This approach allows a system to attest its state
just like it is needed for secure service access points but does not address the
problem of malicious services being started after attestation.

7 Conclusions and Future Work

Using the proposed approach, users could be sure of talking to the exact service
they had chosen to talk to while excluding men-in-the-middle attacks and ma-
licious services?. Thus, users should be more willing to participate in wireless
communications as many will find it easier to trust in a small piece of rather
tamper-proof hardware than purely depending on their service provider’s good-
will — keeping in mind that, as mentioned above, the user will often not easily
be able to tell to which service provider he is about to connect to.

Protecting the services while requiring changes in the OS only, the approach
would not affect the large group of application developers or hinder the devel-
opment of new services. Existing legacy applications can also be used without
the need of any modifications.

As there will be a huge number of smart devices offering services, it might
prove useful to not solely depend on a trusted third party for information on those
services’ expected behavior but also use techniques like proof-carrying codes [13]
or semantic type-checking languages [14] where applicable and available.

With increasingly more people using smart devices and more services being
offered that companies earn money with, over time we expect users to be exposed
to an increasing number of fraudulent services. Secure service access points can
help avoid fraud and reduce misuse of (personal) data.

2 Unless the user deliberately chooses to use a service whose behavior is unknown or
bad according to the TTP’s evaluation.
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Furthermore, we will be looking into implementing a prototype demonstrating

the concept based on an operating system which supports trusted computing
hardware, such as Linux [15], Perseus [16], or NetBSD [17].
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The growing use of the Internet combined with new prospects provided by mo-
bile technologies (e.g. mobile devices, mobile and wireless communication) are
leading to major changes in our working and private life. People will be able
to communicate anytime, anywhere and with anyone. Technological advances as
well as the increased number of mobile applications drive a change in mobile
end-user equipment. Smart mobile devices will be equipped with various com-
munication technologies like GSM/GPRS, 802.11-WLAN, Bluetooth, NFC and
RFID chips as well as GPS for location awareness. Mobile devices already offer a
broad spectrum of functionalities including a web browser to access information
resources anywhere, a JavaVM to download and execute mobile applications and
an e-mail client to exchange digital content with anyone.

On the downside, once people are always on - at home, in the office, on the
move - they will also face new security risks. Though most of the security is-
sues with mobile devices are not necessarily new the specific characteristics of
mobile devices (e.g. portability) require new solutions. Security issues arise in
three main areas: (1) secure management of assets stored in the mobile device,
(2) secure communication within trusted and non-trusted environments (includ-
ing privacy issues) and (3) secure interaction with critical IT infrastructures.

Due to the characteristics of mobile devices well-known best practice security
measures are insufficient (if present at all). Increasing loss statistics tell about
millions of lost or stolen mobile devices which store lots of sensitive data. Strong
user (not only device) authentication is required to protect the user against
identity theft. Stored data (e.g. RAS passwords) must be strongly protected
(e.g. file encryption) against unauthorized access. As the first PDA viruses (e.g.
Brador) have been observed in the wild, mobile devices must be protected from
malicious software as well. Current attacks against Bluetooth and well-known
WLAN and GPRS vulnerabilities reveal the high risk that mobile devices will be
taken over by attackers. We need a paradigm shift from perimeter security using
central firewalls and virus checks towards decentralised controls integrated into
devices. In addition, new concepts like staged controls are required to assert a
required level of security. A manual patch management is no longer feasible due
to the large amount of mobile devices. New approaches towards self-protecting,
self-healing systems are required.

D. Hutter and M. Ullmann (Eds.): SPC 2005, LNCS 3450, p. 163, 2005.
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Abstract. Location based services (LBS) are distributed multi-party
infrastructures with the opportunity to generate profitable m-business
applications. Also, LBS pose a great risk for their users’ privacy, as they
have access to private information about a person’s whereabouts in a par-
ticular context. As location data is the essential input for LBS, protection
of privacy in LBS is not a problem of providing anonymity by supressing
data release, but a problem of identity management and control over in-
formation handling. In this paper we show a solution that ensures a LBS
user’s control over location information with managed identities. At the
same time, our solution enables profitable business models, e.g. for mo-
bile telephony operators. Additionally, we provide fine-grained consent
management for the LBS user.

1 Introduction

Location based services (LBS) can pose a privacy risk to their users if they collect
and use data against a user’s intention. Most of the LBS are provided by mobile
communications providers that can measure a user’s whereabouts by localizing
his mobile device while it uses the network infrastucture. Can LBS be delpoyed in
a privacy-respecting way, and still be profitable applications on the commercial
market of online-services? How does a privacy-respecting architecture look like?
In this paper, we will answer the question by fulfilment of these requirements:

— Enable established business models on a secure, privacy-friendly architecture

— Ensure efficiency & economy of the solution

— No localization violates a user’s consent

— Enable users to manage policies & their ‘online’ identities for each service
provider and for each usage cycle

— Hide service usage patterns from observers & infrastructure providers

Confidentiality of communication content against observers & infrastructure

* This work was supported by the IST PRIME project; however, it represents the view
of the authors only.
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(© Springer-Verlag Berlin Heidelberg 2005



Privacy for Profitable Location Based Services 165

We use a health-related LBS as an example scenario. An allergy warning
LBS tracks Mr. John Primeur with his mobile phone. When joining the service,
John first registers a profile of his allergies. Then, at the service, data about
allergenes is correlated with weather conditions in John’s environment. John’s
position is regularly checked by localizing his mobile phone. When the weather
and allergene status indicate an allergy risk for John, he receives a warning on
his mobile phone. On the other hand, John dislikes the idea that his identity
combined with his allergy profile could become known to the LBS, his mobile
network operator, or a health insurance company.

Our paper is organized as follows. First, we give an overview over related work
in the fields of LBS business models, privacy relevant research, and technological
developments that are important for our design. Then, we describe and analyze
our privacy-friendly approach, in particular the security protocols that ensure
privacy and establish user control. Finally, we summarize our achievements.

2 Related Work

For privacy-respecting LBS architectures, this section presents relevant work and
requirements in LBS business models, privacy relevant research, and technolog-
ical developments of LBS infrastructures.

2.1 Related Work on Business Models

Mobile Commerce applications differ from e-commerce applications in four prop-
erties [1]. Ubiquity / Reachability enable applications to be used from anywhere,
any time. Context Sensitivity supports applications provided for a particular
context. Identification / Personalization takes advantage of mobile networks
providing identity management technologies that enable personalized, authenti-
cated, and paid-for personal applications. Finally, Telemetry / ‘Remote Control’
functions enable users to remotely control applications or processes.

Camponovo [2] describes a generic m-commerce business model as a mesh of
parties of infrastructure, service, technology, user, communication and regulation
domains. As LBS are a special form of m-commerce, Camponovo’s model also
applies to them.

Business Model Overview. Location data for LBS is either provided by the
communication network or by specialized hardware at the user device. The lo-
cation of a person is highly sensitive data. Thus regulation authorities have an
interest in controlling its usage.

The actual LBS are offered by application providers. Due to their infrastruc-
ture, mobile operators may act as localization providers, as portal operators or
even as application providers themselves.

Basic LBS Business Scenarios. LBS business models can be divided into the
scenarios shown in figure 1.
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1. direct localization scenario 2. operator-portal scenario

3. application provider scenario 4. intermediary scenario

Fig. 1. Four different scenarios of LBS business models. AP: application provider, John:
User, MO: Mobile Operator, LI: Location Intermediary

1. The mobile device and the application provider take care of localization and
application processing. The mobile network is used as a data channel. This
is the direct localization scenario.

2. The mobile operator does the localization and provides the application as a
part of the operator’s portal. This is the operator-portal scenario.

3. The mobile operator delivers communication and localization, but the LBS
is provided by independent application providers. This is the application
provider scenario.

4. An intermediary collects localization information from various sources (op-
erators, GPS, WLAN), aggregates it and serves as an location broker for
application providers. This is the intermediary scenario.

For further reading, the PRIME framework [3] provides an overview of dif-
ferent LBS together with their privacy and identity management requirements.

The intermediary scenario is the most interesting business model for our LBS
privacy solution. The reasons are:

Interoperability: An intermediary provides an interface for LBS providers, al-
lowing them to access location data in a unified way. Multi-channel strategy: An
intermediary can collect location data from various sources. Synergetic location
aggregation: An intermediary can aggregate multi-channel location information
for the benefit of higher quality (see [4] for an algorithm). Simplification: An in-
termediary simplifies process handling for LBS providers by removing the need
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to negotiate contracts with various location sources. Cross-Operator application:
Without an intermediary, the creation of user-to-user LBS with customers using
mobile services at distinct mobile operators is much harder. Pricing advantages:
Intermediaries provide many economic benefits in information markets. Interme-
diary location data can be cheaper to acquire from an intermediary than from
a locaton provider for LBS that consume small amounts of location data. Other
benefits of information intermediaries can be found in [5]. The allergy warning
service in our example uses a location intermediary to gather location data. This
service includes both the more privacy-threatening scenario of permanent track-
ing (Barkhuus results imply tracking as being perceived as intrusive in [6]), as
well as the economically more interesting intermediary model sketched above.

2.2 LBS and Privacy

User Expectations. Research in sociology and psychology produced results
about users’ attitudes, assumptions and requirements. Relevant facts have been
found by Kim Sheehan in [7], where four groups of consumers are found to ex-
ist: unconcerned Internet users, circumspect Internet users, wary Internet users,
and alarmed Internet users. In [8], survey research found that besides the FTC’s
fair information practices for e-commerce [9], consumers worry about three more
issues: consumer control over information-collection, information exchange be-
tween companies, and relationship towards the collector of personal information.
Concerning the information to be protected, Gary Marx proposes in [10] seven
distinct dimensions of personal identity. Little work has been done to assess
LBS specific privacy concerns. Barkhuus and Dey found out in [6] that track-
ing services are perceived far more intrusive by users than other position-aware
services.

Technology. Privacy enhancing technologies (PET) provide pseudonymity,
anonymity and identity management in LBS. Federath et al [11] proposed the use
of a trusted fixed station and Mixes [12] for hiding the linkage of real world iden-
tities to location data in todays mobile telephone networks. The idemix identity
management system [13] implements cryptographic credentials for privacy pro-
tection. Researchers started to develop LBS specific PETs called mix-zones (see
[14] and [15]). This allows for switching location pseudonyms in a unobservable
way. Anonymity and pseudonymity are only two aspects of privacy. Addition-
ally control over the flow of information, policies and user consent have to be
considered. Policy management can be modeled with EPAL [16] or P3P [17].
Work has been done concerning requirements for LBS privacy policies. Myles et
al. investigated the use of a middleware server for evaluating policy rules and
Snekkenes [18] identifies concepts for formulating such policies. Usually consent
is expressed by accepting the privacy policy of a service. This process may be
automated by comparing the privacy policy of the service with the privacy pref-
erences of their users. Explicit user consent is a hard requirement in many legal
systems, particularly within the European Union.
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Economic Aspects of Privacy. It is often stated that privacy won’t sell, and
that people will sell their privacy for little but ‘immediate gratification’. Nev-
ertheless privacy is a concern of many individuals and privacy legislations exist
that manifest these concerns on a national and international level. In [19] Jais-
ingh et al. examine the effects of different privacy regimes and find evidence
that a higher privacy regime increases the efficiency of the exchange of personal
identifiable information. In [20] Acquisti distinguishes between on-line identi-
ties (pseudonyms) and off-line identities (real world identities). He describes
the advantages of using pseudonyms and advocates a more cautious use of real
world identities. Many people tend to act myoptic not heeding the long-term
consequences, e.g. the build-up of information asymmetries or threats related
to identity theft or credit fraud. Thus, in the on-line market merchants decide
against offering privacy enhancing technologies and privacy concerned customers
reduce their on-line activities.

2.3 Standards and Architectures for LBS and Privacy

Location Interoperability Forum Privacy Guidelines. The former Loca-
tion Interoperability Forum (LIF), now within Open Mobile Alliance (OMA),
drafted a set of privacy guidelines for location-based services in [21]. The docu-
ment also contains a collection of use cases and data flow examples respecting the
LIF privacy guidelines. The main privacy guidelines are: Collection limitation:
Location data shall only be collected when the location of the target is required
to provide a certain service. Consent: Before any location data collection can oc-
cur, the informed consent of the controller has to be obtained. Consent may be
restricted in several ways, to a single transaction, certain service providers etc.
The controller must be able to access and change his or her preferences. It must
be possible at all times to withdraw all consents previously given, to opt-out
with simple means, free of additional charges and independent of the technology
used. Usage and disclosure: The processing and disclosure of location data shall
be limited to what consent is given for. Pseudonymity shall be used when the
service in question does not need to know the identity being served. Security
safegquards: Location data shall be erased when the requested service has been
delivered or made (under given consent) aggregate. Release of location informa-
tion is regulated by a set of rules that govern the release of information. Users
should be in control of the rules. The basic principle of LIF’s concept is that lo-
cation data is disclosed to an application by a location service. A location service
consists of a location data entity, which already has the location data or uses a
positioning method for location determination, a location access control function
and access control rules database. Users have to trust the location service, which
is placed at the network operators.

IETF Geopriv Standardization. The Internet Engineering Task Force (IETF)
has initiated the Geopriv working group with the goal to generate a framework
for privacy handling in LBS, resulting in RFC standards and draft papers. A
good overview of Geopriv can be found in [22], where the drafts and RFCs
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(IETF RFC 3693, 3694) are summarized and explained. Of particular inter-
est are the Geopriv policy draft, the Geopriv requirements document and the
Geopriv threads analysis. Geopriv processes location data by putting it into a
Location Object. The object can carry other information like policies or intended
use. The Geopriv architecture distinguishes between Location Generator (gen-
erates the location data), Location Recipient (the entity receiving the location
object for LBS execution) and the Location Server, which is the entity deciding
about releasing a Location Object considering the rules. Users have to trust in
the policy-conformant behaviour of the Location Server, which is specified as an
indendent entity.

GSM Association. The GSM association proposes an operator-centric archi-
tecture in [23]. Here, a Target is being localized upon a Requestor’s need. A
Clearing House takes care of billing issues when LBS involve several operators,
e.g. upon roaming with a GSM phone into a foreign network. Decisions about
location release are made at the Gateway Mobile Location Centre, a service oper-
ated by a GSM network operator. The document mentions LBS operated by the
mobile network operators as well as LBS provided by Service Providers, which
have to cooperate with the network operators. Users have to trust the Gateway
Mobile Location Centre, which is placed at the network operators.

OpenGIS. Within the OpenGIS standard, a location server platform called
”*OpenGIS Location Services (OpenLS)”’ has been specified in [24]. Here, the
GeoMobility Server hosts a geographical information system with maps, naviga-
ton algorithms and other geography-related services. It interfaces with a service
platform, where the LBS is provided to the user. Location is acquired from an
external source. All privacy related functionality is explicitly delegated away
from OpenGIS to the operator of the service portal, where the LBS is hosted.
Thus, there is no privacy architecture in OpenGIS.

Other Architectures. The academic community develops LBS platforms for
various purposes, e.g. in [25], where privacy issues are deviced at the entity where
the location data is available for distribution. Huber et al. describe the location
trader platform as a powerful intermediary for LBS in [26], but do not specify
privacy mechanisms beyond the claim that no user-specific data is stored on the
platform.

3 A Privacy-Enabling LBS Architecture

3.1 Architecture Overview

This section explains our approach for a privacy-friedly LBS architecture. First,
we sketch the architecture and roles, then we provide a protocol for IDM and
consent managment for it. An architecture for providing LBS consists of a lo-
cation source, in our case the mobile operator (MO), that is queried for our
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—<—— Direction of connection establishing

IDM

Fig. 2. The new components IDM and LM applied to the intermediary scenario

user John’s location, a server operated by the application provider (AP) that
provides the LBS application. We extended the basic intermediary scenario of
allergy warnings with two new components. The first one is an identity manage-
ment component (IDM) providing users with unlinkable pseudonyms for different
business parties. The second component is the location matcher (LM). Its pur-
pose is the secure implementation of push services. IDM and LM are used by
the location intermediary (LI) to mediate between the AP’s localization requests
and the MO. The user is known under distinct pseudonyms to the MO and the
AP. Both providers do not communicate directly with each other but use the
LI. He knows the matching between the pseudonyms.

Consent Management. To subscribe to a new LBS, John creates an autho-
rization token for the MO. The token is bound to a service specific privacy policy
at the MO. This policy constrains under which conditions John may be local-
ized, as detailed in [18]. By providing the authorization token to the AP, the
user gives his consent for being localized by the AP. The consent is enforced by
the MO by requiring the authorization token for location disclosure.

Location Management. If the MO has proof of John’s consent, location data
is released to the LI. The LI’s location matcher stores user-specific areas of
interest entered by the AP. The LI then queries the MO for John’s location, and
uses his location matcher to evaluate a push condition - e.g. John being within
an area with allergenes. When John enters one of these areas, the AP is notified
by the LI about John’s location. A tracking AP doesn’t know anything about
the user’s location until the user enters an area of interest. This prevents the AP
from profiling John until he is in a place the service is required in.
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Identity Management. In identity management systems (see [27], [28]),
pseudonyms are the core mechanism of privacy aware identity management.
Each pseudonym and the data linked to it comprises an on-line identity, or par-
tial identity, of the user. The unlinkability of these partial identities is an impor-
tant privacy protecting feature of our architecture. John creates a pseudonym for
interaction with the MO and a different pseudonym for interaction with the AP.
This is done for every new LBS John signs up to. The LI knows both pseudonyms,
John’s location and his areas of interest, but little more. This approach prevents
the MO to learn about John’s LBS usage.

3.2 A Protocol for Privacy Friendly Push Services

In this section a protocol for privacy-friendly LBS using a location intermediary
LI is presented. This is done in form of a walk-through.

Protocol Description. Every party involved in the protocol has an asymmet-
ric key-pair enabling it to sign and to receive encrypted messages. Clearly this
key is only used when the identity of the signer does not need to be protected, as
the uniqueness of the key would lead to re-identification. This means that John
can sign data sent to the MO, while he must not sign data sent to the AP.

The protocol is initiated by John, connecting to his mobile operator asking
him to create a connector C; for a logical channel. The name of the connector
must be unique, as it will be used as a pseudonym for John. Then John commits
the public part of an asymmetric key-pair (E¢,, D¢, ) and a privacy policy for
the MO. E¢, is used later on for authorizing access to the connector. The policy
specifies the conditions for location data sent over the channel. After creating
the channel connector, the MO binds John’s policy and E¢, to C; and sends a
signed confirmation of the setup to John. This step is shown in Fig. 3(a).

John connects to the location intermediary and tells him to create a logical
channel connector with a unique name C5. John submits a public part of an
asymmetric key pair (F¢,, D¢,) that will be used for authorizing access to the
connector. He also submits an encrypted package that contains the name of the
channel C1, the corresponding decryption key D¢, , and an authorization token
A created by John stating that the MO is entitled to disclose his position. The
token A must contain the name of the LI and may specify a validity period.
These three items are encrypted using a symmetric cipher. The according key D
is not sent to the LI. He will get access to the data only later, when the service
has been initiated. Fig. 3(b) shows the described process. These two setup steps
can be performed at arbitrary times before service initiation.

For service initialization John anonymously connects to the application
provider and sends his allergy profile, that consists e.g. of a birch pollen al-
lergy. John sends the name of the connector Cs that was opened by the LI with
the private key D¢,, and the symmetric key D. This is depicted in Fig. 4. The
AP uses John’s allergy profile to find the birch pollen regions from his database
and connects to the channel connector Cy. Mutual authentication between the
application provider and the location intermediary is performed using some zero
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Fig. 3. Setup of channel connectors for MO and LI

knowledge proof demonstrating that each party is in possession of its respec-
tive key. Then the areas of interest together with the location polling interval
needed for the service are transmited to the LI’s location matcher. Finally the
AP transmits the decryption key D for decrypting the data package provided to
the LI earlier to connect to the mobile operator.

The LI attaches this information together with the areas of interest to the
channel C5 and connects to the MO’s channel connector C7. He authenticates
using the same method as the AP, and sends the authorization token A.

DN

(a)

John

Fig. 4. Service initiation with AP: (a) John sends his allergy profile, the name of the
communication channel from LI, the private key for authentication to that channel,
and the decryption key for the data that is stored at LI

The LI requests John’s position in the frequency specified by the application
provider. The position is returned by the MO according to John’s policies. If the
LI finds a match of John’s position and an area of interest, he notifies the AP.
Now the AP sends an allergy warning to John. The warning is sent through the
communication channel that has been opened by John. This anonymous channel
needs to be kept open until the service is turned off.

To give John a monitor about the AP’s actions, he can also connect to the
channel Cs (as he knows the keypair of the channel, authentication can also be
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performed), and request three types of informations: the regions of interest, the
amount of map changes and the amount of events that have been sent to the
AP so far.

John terminates the service by notifying the MO, who notifies the LI and
closes C';. Then the MO sends a signed confirmation to John. When the LI re-
ceives the notice of the shutdown, he closes the channel to the AP after notifying
him of the impending closure. Then the LI deletes all data related to the session.
Finally the AP closes the connection to John after notifying him of the closing.

All communication in the protocol is encrypted, authenticated and integrity
protected. This is possible, as there is at least one asymmetric key-pair for each
connection, that is used to set up secure channels. When John sets his policies
with the MO, both parties have to authenticate mutually. Also note that the
communication between John and the AP must be anonymized to enable to
hide John’s LBS usage patterns from the MO.

3.3 Security Evaluation

We evaluate the security the protocol provides against different attackers. First
the strength of the approach against a global observer is inspected. Then we
look at the risks arising from a single corrupt party, and finally the impact of
cooperating corrupt providers will be analyzed.

Global Observer. A global observer is able to eavesdrop all communication
passively. As all traffic is encrypted, the global observer does not gain information
about the content of the messages. After protocol initiation he is aware of the
connection between John and the mobile operator, and between John and the lo-
cation intermediary. The connection between John and the application provider
is not revealed to him, as communication is anonymized. Upon service shutdown
there is a chain of communications: John — MO — LI — AP — John. This
chain of events could be linked by a global observer. However this can be pre-
vented if each party waits for random amount of time before promoting service
shutdown to the next in line, thus effectively hiding one users actions in those
of others.

Single Corrupt Service Provider. A single corrupt provider can be a ser-
vice provider wanting to find out information about his users. It can also be
an external attacker, that gained control over a providers infrstructure. A cor-
rupt provider can change installed software and manipulate the protocol flow
in order to gain further knowledge about the communication partners. We look
at the different service providers in turn to find out what consequences their
misbehavior could have on the users privacy.

Mobile operator: The most invading aggregation of personal information is in the
hand of the MO. He usually knows John’s name, address, etc and his current
location. However, the information about which LBS is used by John is effec-
tively hidden, as communication between John and the application provider is
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anonymized and as the LI does not reveal identifying information about the AP.
The aggregation of information at the MO can be reduced if communication and
location providing (together with the call routing) are done by distinct parties,
e.g. by a trusted fixed station (see [11]) or by using temporal “pseudo mobile
subscriber identities” instead of the usual “international mobile subscriber iden-
tities”, as proposed in [29].

Location intermediary: The LI knows the areas of interest and the position of
John, but he does not know who John is. If the spatial resolution is too high,
deanonymization of John can be performed by physically checking who is at
the specific position, or by analyzing the positions of general whereabouts and
correlating them with residences in a map. These risks can be tackled by re-
ducing the resolutions and changing the pseudonyms in unregular intervals. The
policies that are connected to the communication channel C'y control the admis-
sible resolution. Pseudonym changes are not actively supported by the protocol.
However, the pseudonym is changed each time the service is restarted or a new
service is used, such that this is critical only for location based services that are
used over a long period of time.

The LI knows the MO and the AP. Especially the knowledge of the AP can
lead to a significant increase of available information for him as together with
the areas of interest it gives a strong hint on the type of service used.

Application provider: The AP has John’s allergy profile. Usually non trivial,
multi dimensional sets of personal attributes permit for re-identification of an in-
dividual within large populations using pattern recognition approaches (see [30]).
Another threat comes from the AP’s capability to narrow down John’s position
by constructing the areas of interest in such a way that n overlapping areas of
interest permit a subdivision of the entire area into 2" distinguishable regions.
The accuracy of the localization can be increased further by observing a succes-
sion of matching events. This can not be prevented directly by the user. But as
he can check the regions of interest, the amount of map changes and the amount
of events sent to the AP, he can detect anomalies and react to them by closing
the communication channel.

Cooperation Between Corrupt Service Providers. Cooperating service
providers can merge their data sources. They may also succeed to run cooperative
attacks on the remaining communication partners in order to gain additional
information. When the attacker controls the MO and the LI, John’s name can
be linked to all information on John, that can be deduced from the knowledge
of the AP name and from the areas of interest.

If the LI and the AP cooperate, they can link his profile to his position and
they can link John’s mobile operator’s name to the profile. When the service is
used over a longer period, they can attack his anonymity directly, as discussed
earlier for single cooperative corrupt providers, by finding out his name from his
usual whereabouts.
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If the MO and the AP want to break the anonymity gained through the
protocol, they have to link the two partial identities of John. (John’s name,
address, etc on the one hand and his allergy profile on the other hand.) If the
AP wants to know the name of John, he could send a specific area of interests to
the LI and notify the MO about this choice. The MO could then, in successive
time intervals, send a position within this region for every user that actually
uses this LI. Then, if the LI sends a notification about a match to the AP,
the deanonymization is successful. However, this attack constitutes a significant
effort on the side of the MO. Another way to link both partial identities is based
on timing attacks. E.g. the AP notifies the MO when the user of interest stopped
the service usage. The MO then knows that John is one of the users who closed
the connection to the specific LI shortly before he is notifies. This attack can be
circumvented if the LI waits some random time before closing the connection to
the AP, after the connection to the MO has been closed. The danger of linkability
is similar to that found in MIX networks.

In the case that all three service providers cooperate, the deanonymization of
John is trivial from the moment the AP has sent the decryption key D to the LI.

Anonymous Inter-provider Communication. Cooperation between the in-
volved parties is relatively easy in the presented protocol, as the communication
partners can identify each other using their connection information (on layer
three of ISO/OSI network model). The cooperative attacks can be complicated
by anonymizing the communication between John and the LI, and by using
anonymous rendezvous-points (e.g. those presented in [31]) for the inter-provider
communication. The only difference to the original protocol is that the service
providers set up anonymous rendezvous-points instead of the logical channels.
Now the two communication partners are effectively hindered from identifying
each other using their network addresses.

Another advantage of this approach is that the LI can not use the knowledge
of which AP contacted him to improve the quality of his assumptions on the
kind of service that is used, and on John’s profile.

The disadvantage of this approach is the increased resource consumption.
This results from the computational overhead of anonymization, and the higher
latencies in anonymization systems.

4 Conclusion

In this paper, we presented a new approach for implementing LBS. Our approach
supports many LBS business models, as it considers infrastructure operated by
mobile operators. A location intermediary mediates between operator and ap-
plication providers. Thus, business scenarios can be implemented efficiently. We
have designed an architecture and a protocol that help to protect user privacy.
The protocol uses an intermediary that does the matching of areas of interest
from the LBS provider with the user position provided by the mobile opera-
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tor. The protocol divides the available identity information into multiple partial
identities that can not easily be linked. A major feature of the protocol is its
feasibility for contemporary mobile communication infrastructures, while it is on
the other hand able to significantly reduce the information each involved party
has about the user.

As a result it becomes possible to implement more efficient but still privacy
friendly push services for real-world, multi-tier business models.

Cryptographic mechanisms are used not only for securing the confidential-
ity of communication content but for implementing identity management with
pseudonyms and consent management by introducing the authorization token
and anonymous channels. Our design manages the user’s consent on a per ser-
vice and per pseudonym basis both at MO and AP.

Future Work. Generally, in such a situation trusted hardware component at
the MO or AP could be useful. Now the LM component needed for support-
ing push services could be running both at the MO or the AP on a trusted
platform, while still assuring the partitioning of the user’s data into multiple
unlinkable partial identities. As of today such a trusted module for managing
location information does not exist.

Our model provides little transparency for the user about which information
is passed between LI and AP. We imagine using audit trails on both parties’
systems to solve this problem.

In the future the protocol might also be extended to support scenarios where
the position of multiple users need to be matched. Ways to provide the matching
that use multi-party-protocols might be worthwhile to explore.
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Abstract. As Global Positioning System (GPS) receivers become a common fea-
ture in cell phones, personal digital assistants, and automobiles, there is a growing
interest in tracking larger user populations, rather than individual users. Unfortu-
nately, anonymous location samples do not fully solve the privacy problem. An
adversary could link multiple samples (i.e., follow the footsteps) to accumulate
path information and eventually identify a user.

This paper reports on our ongoing work to analyze privacy risks in such
applications. We observe that linking anonymous location samples is related to
the data association problem in tracking systems. We then propose to use such
tracking algorithms to characterize the level of privacy and to derive disclosure
control algorithms.

1 Introduction

The continuous improvements in accuracy and cost of Global Positioning System (GPS)
receivers are driving new location tracking applications with a massive user base. For
example, in the United States, cell phone providers can determine the positions of emer-
gency callers through Assisted GPS, and the German federal government is funding the
development of a GPS-based highway toll collection system for trucks. These systems
are capable of sampling location information from a large numbers of users.

We anticipate great demand for this data, going far beyond the original applications
of emergency positioning or toll collection. Aside from hotly debated uses such as in
law enforcement and targeted marketing, there are also clearly benevolent uses. For
example, vehicles could report the location of abrupt braking activity to improve road
safety, navigation systems that optimize traffic flows could alleviate congestion and
pollution, or movement models collected from cell phones may help predicting the
spread of infectious diseases.

Sharing location information, however, raises privacy concerns [1, 2]. For example,
frequent visits to clinics signal medical problems, attending meetings may reveal polit-
ical preferences, and meetings of influential business managers could indicate pending
business deals. As such, the problem of sharing location information is analogous to hos-
pitals publishing medical records to epidemiologists and other medical researchers—it
can be beneficial to society but invades on privacy.

Anonymizing data provides a solution that enables data access while maintaining
privacy. Sweeney [3, 4] pointed out, however, that naive anonymization strategies, such as
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omitting names and street addresses, can in many cases be circumvented by a determined
adversary. The combination of several factors (e.g., age, gender, zip code, race) may be
sufficiently distinctive to correlate the data with other databases to reidentify individuals.

Similarly, Beresford and Stajano have reported in their pioneering work on the
anonymity of location traces [5] how such traces can be identified. They then pro-
posed the mix zone concept as an approach to split paths into unlinkable segments to
increase privacy. In our earlier work [6], we have concentrated on the anonymity of
point information, as used by many location-based queries. We developed mechanisms
to dynamically adjust the accuracy of position information in location-based queries to
maintain a predefined level of anonymity. These mechanisms were based on the assump-
tion that queries are very sporadic and therefore can be adjusted independently. If sample
points are revealed more frequently, the trajectory of a user may be used to link multiple
samples and independence is not guaranteed. In this sense, time-series information like
location differs significantly from medical records.

The class of applications considered here lies in between these concepts. Users report
their location more frequently, so that the data cannot be anonymized as individual points,
but they do not reveal a pseudonym that would link the points into location traces.

As such, this ongoing work can be viewed as bridging the gap between point anonym-
ity and trace anonymity. We study how an adversary can exploit trajectory information
to link anonymous location samples to location traces and identify multi-target tracking
algorithms as a key threat. Based on these results we discuss the effect of sample rate on
privacy and how formulations in multiple hypothesis tracking are helpful for deriving
privacy mechanisms.

The remainder of this paper is structured as follows. Section 2 defines the class of
applications and the privacy problem that this paper addresses. We introduce multi-target
tracking algorithms in Sec. 3. Section 4 describes our experiments with such an algorithm
on location samples collected through GPS and Sec. 4.2 discusses the results. Section 5
reviews related work before we conclude with Sec. 6.

2  Threat Assessment

We motivate the class of applications considered in this paper with an example from
the automotive industry. There is interest in inferring traffic conditions from data col-
lected in vehicles [7]. Selected vehicles could periodically send their location, speed,
road temperature, windshield wiper status, and other information to a traffic monitor-
ing facility. This data reveals the length of traffic jams (through speed and position),
weather conditions such as rain (through windshield wiper activity), and slick road con-
ditions (through frequent anti-lock braking). Using vehicles as mobile sensing platforms
promises dramatic cost reductions over deploying specialized roadside sensors.
Generally, we will consider a class of remote data collection applications. This class of
applications requires a large number of users to concurrently reveal anonymous location
information to an external untrusted service provider. The data are collected with a well-
known sample frequency f. We can characterize the data that an external service provider
receives as follows. The data comprises a series of tuples containing sensor data, latitude,
longitude, and time. The sensor data could be any sensor reading associated with this
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location such as road temperature or anti-lock braking activity. We assume, however,
that the sensor readings themselves do not contain any information distinctive enough to
enable tracking of individual users. Latitude and longitude can be initially determined
locally on a user’s device (e.g., in a car), through external infrastructure (e.g., a cell
phone provider’s network), or hybrid approaches. We assume, however, that the user can
trust the device or infrastructure that initially senses position.

We also assume the existence of a trusted proxy that anonymizes location updates
before they are passed on to the external service provider. In a cell phone based system,
for example, the proxy could arguably be operated by the cell-phone provider, who
operates the location tracking infrastructure and sends data to third-party application
providers. Anonymizing location updates means removing identifier like user ids or
network addresses, but also mixing of messages to counter timing attacks. Furthermore,
this means that we will only consider applications that do not depend on user identity
information.

2.1 Inference Attacks

In this paper, we will concentrate on inference attacks based on the data that the external
service provider received. We will not consider attacks against the infrastructure that de-
termines, transmits, or processes a user’s location—we assume it has been appropriately
secured. The inference attacks may be carried out by the service provider, malicious
employees of this provider, or by anybody else who has legitimately or illegitimately
gained access to this information. We are most concerned, however, with attacks that
can be easily automated to monitor larger groups of individuals. We will not consider
how this data could be used in targeted investigations against a specific individual.

This class of applications at first does not appear to bear any privacy risks, because
each tuple is revealed anonymously. On second thought, however, it becomes clear that
an adversary could link independent updates to the same user if the sample frequency f is
sufficiently high compared to the user density in an area. This leads to an accumulation
of path information about individual users that will likely lead to identification. For
example, Beresford and Stajano [5] report that the location traces collected in an office
environment through the Active Bat system could be correctly reidentified by knowing
the desk positions of all workers and correlating them with the traces.

Informally, the privacy property that this research aims for is unlinkability of location
samples. An adversary could employ at least three approaches to link location samples.
First, trajectory-based linking assumes that a user is more likely to continue traveling
on the same trajectory, rather than changing direction. The adversary could build a basic
movement model that includes probabilities for altering a course from a sample user
population. Second, map-based linking correlates location samples with likely routes on
aroad or building map. The routes can then be used to predict users’ position and to link
future samples. Third, empirical linking connects samples based on prior movements
that have been observed at a given location.

We believe that trajectory-based linking requires the least effort for large-scale out-
door positioning systems. The adversary does not have to gather map information or
collect empirical information for every intersection. Therefore, we will restrict our anal-
ysis on this approach.
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3 Multi Target Tracking

The tracking systems community knows the problem of linking location samples to
probable users as the data association problem in multi-target tracking systems. Radar
provides one typical application: the system must assign anonymous radar echos to a
set of tracked targets. The key idea of such algorithms is to compare the positions of
new location samples with the predicted positions of all known targets and choose an
assignment that minimizes the error.

We chose Reid’s multiple hypothesis tracking algorithm [8], which is based on
Kalman filtering. This algorithm is one of the basic works in the field [9—p. 325]. Al-
though, we do not currently use its capability to maintain multiple hypotheses, we have
chosen it because we plan to experiment with this feature in future work.

Here, we will summarize our implementation of the algorithm. We refer the reader to
the original work [8] for a more in depth discussion and the derivation of the equations.
Additional information, also on the Kalman filter, can be found in [9]. The algorithm
operates in three steps: First it predicts a new system state, then generates hypotheses
for the assignment of new samples to targets and selects the most likely hypotheses, and
finally it adjusts the system state with information from the new samples.

We simplified Reid’s algorithm in a number of points. First, we do not consider
random track initiation. Second, we assume all samples are taken at a fixed sample
rate. Finally, as already mentioned, after every step only one hypothesis survives, which
means that at each step likelihood is calculated under the assumption that the previous
assignments were correct.

3.1 State Prediction

The filter predicts state according to a process model that is described by
T = Fap 1 +w,

where x}, is the state vector of the process at step k£, matrix F' describes a linear prediction
of the next state given the previous state, and w represents the process noise vector. A
new observation vector 2, relates to the actual state through

zr = Hxp + v,

where matrix H converts a state vector into the measurement domain and v represents the
measurement noise vector. The filter assumes that the process noise and the measurement
noise are independent of each other and normally distributed with covariance matrices
@ and R, respectively.

When tracking only one target, the Kalman filter defines the conditional probability
density function of the state vector at time instant k as a multivariate normal distribution
with mean Z and covariance P. At each time step, the filter predicts the new target
position as

Pt =FzF and  PM = FPFFT 4+ Q7 1)

where % and P are the estimates after the last sample was received.
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For two-dimensional tracking applications with only slight changes in trajectory we
can model the system as

1010 Pz
_|0101 | py
F=10010 =, |
0001 vy

where (p,, py) represent a position and (v, v ) a velocity vector. A larger process noise
component captures the probability of changing directions or velocity.

3.2  Hypotheses Generation and Selection

The algorithm generates a set of hypotheses when new samples are received—one for
each permutation of the sample set. A hypothesis represents a possible assignment of
new samples to targets. It then calculates the likelihood for each hypothesis and selects
the one with maximum likelihood.

The probability of hypothesis {2; at time &, given the set of measurements Z* with
cardinality M, is described by

=

pF=prP2y | Z%) ~ | f(zm) )

m=1

where f is defined by the following equation (3). Based on the observation equation in
the Kalman filter, the conditional probability density function of the observation vector
21, obeys a multivariate normal distribution

f(zF| %) = N(z* — Hz*, B), 3)

where B = HP*H” + R and N(x, P) denotes the normal distribution

N(z,P)=e 2 P77/ /Qmr)n [ P].

Both z* and P are calculated using the update equation at the prediction step. Equa-
tion (3) calculates how close a new observation lies to a predicted position; these values
are then combined into the probability of each hypothesis.

After calculating the probability of each hypothesis, we choose the hypothesis j with
the maximum probability and also calculate the log-likelihood ratio as follows.

Pk
k _ )
log A¥ = log ———— o “4)
i=1,i#5 1

33 State Correction

In the correction step, the predicted system state vector for each path will be updated with
the Kalman gain and the difference between the assigned observation vector and the pre-
dicted vector. The observation vectors are assigned to the targets according to the chosen
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hypothesis. Equation (5), which is similar to a recursive least square update equation,
describes the correction step. In this equation K = PHT R is the Kalman gain.

i* =" + K[z -~ Hz*] and P*=P—-PHY(HPH" +R)"'HP (5)

The so corrected state vector and covariance matrix are then fed back into the pre-
diction equations and the steps are repeated for the next set of samples.

4 Experimentation

To evaluate the privacy risks posed by multi-target tracking, we have asked students
on a university campus to carry an off-the-shelf GPS receiver as they go about their
daily routine. Here we discuss our preliminary results in applying multi target tracking
algorithms to a first batch of data. We also present micro-benchmarks that illustrate how
multi-target tracking computes the relative likelihood of an assignment.

Fig. 1. Five GPS paths shown over a satellite image of the area. The paths contain several clusters,
where users stayed for an extended time. There are also several areas where different users’ paths
overlap

The first batch of GPS data comprises five sample tracks of students, each collected
over the course of one day. Figure 1 shows their tracks plotted onto aerial imagery. The
tracks intersect on campus, but also extend off-campus. It includes a mix of pedestrian and
vehicle movements. In short, this data provides us with a sample of students’ movement
patterns. It is not intended to allow drawing conclusions about user density or ’average’
mobility of a larger population.
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Unfortunately, two of the paths were rather short, so we decided to run our first
experiments only on the three longer ones (depicted in Fig. 2). We also chose two micro-
benchmarks: two nearly orthogonal path segments that intersect in space and two parallel
segments that first merge and later diverge. Both cases represent extreme inputs to a
two target trajectory-based tracking system. The system should perform best on the
orthogonal intersection; the parallel scenario should prove most challenging.
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Fig. 2. Three longer paths used for the target tracking experiment

Figures 3 and 4 show the chosen path segments. For the experiment, we removed the
labels that identify to which path a given sample belongs. At each step in the tracking
process we supply the next two samples and let Reid’s algorithm solve the assignment
problem. Note that in the actual paths, the two users did not pass this area on the
same day, therefore they can be trivially distinguished based on the timestamps. To
make this scenario challenging, we have adjusted the timestamps so that the two users
simultaneously arrive at the intersection or simultaneously start out on the parallel tracks,
respectively.

Reid’s MHT algorithm depends on several parameters that affect its performance.
We refined the process model described in Sec. 3 by applying an expectation maximiza-
tion algorithm [10] that estimates the parameters based on the five location tracks. We
implemented both Reid’s algorithm and the EM algorithm in MATLAB. To simplify the
implementation, we first converted the GPS data into the Universal Transverse Merca-
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Fig. 3. Two orthogonally intersecting path segments extracted from the GPS data. One user is
moving north, the other east
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Fig. 4. Two parallel path segments extracted from the GPS data. Both users move north
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tor System projection, where (within one zone) a position is described in meters on a
cartesian coordinate system.

4.1 Results

Figure 5 describes the result of applying the multi-target tracking algorithm to the three
longer paths. The three curves show the paths that the algorithm reconstructed from
the anonymous samples. A change in value of a curve means that the algorithm has
misassigned samples—three constant curves would mean perfect reconstruction. The
algorithm clearly confuses a number of sample points, but many misassignments are
only temporary. The first path is correctly tracked until sample 52, the second path has
more misassignments, but recovers and is correctly assigned at the end. Only the third
path exhibits sufficient track confusion to provide a high level of privacy.
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Fig. 5. Disambiguation of paths. The three curves represent the output paths. Each point of a curve
shows from which input path the sample was taken. In short, where the curves cross the algorithm
misassigned samples

Figure 6 shows the log-likelihood ratio at each step in the MHT process for the
orthogonal path segments. The log-likelihood ratio is computed as described in Sec. 3.2.
Thus, higher positive values indicate more confidence in the assignment, a value of zero
corresponds to equally likely hypotheses, and a negative value to a false assignment.

As shown in the curve with square points, assignment certainty decreases as the
two targets approach each other. Their paths intersect at sample index 8, where the log-
likelihood ratio actually dips below zero; these particular samples are falsely assigned.
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Fig. 6. Log-likelihood ratio at each step in the MHT tracking process for the orthogonal paths

The algorithm recovers, however, with the following sample updates. At sample index
10, after the paths diverged, paths are assigned with high confidence again. This example
illustrates how the tracking algorithm disambiguates two intersecting paths. The curve
with round points depicts log-likelihood for the same scenario but with only half the
sampling rate. We see that reducing the sampling rate results in only small changes in
log-likelihood for the first few samples. After the intersection, however, the algorithm
now tracks the wrong path.

The curve with round points in Fig. 7 shows the log-likelihood graph for the parallel
segments. For these paths, there is not much information that allows the algorithm to
distinguish them. The algorithm falsely assigns samples 3—6. Note that the confidence
for the fifth sample is comparatively high, even though it is misassigned. This illustrates
how an error can propagate. The next point of confusion starts at sample 6, where the
log-likelihood again approaches zero.

The curve with square points illustrates the sensitivity of the outcome with regard to
slight changes in the movement model. This time we generated the model using only the
two path segments rather than the complete five graphs. With this change the association
outcome is now reversed. Only the first few points are correctly assigned.

4.2 Discussion

Note that log-likelihood ratios close to zero are neither a necessary nor a sufficient
condition for location privacy. It is not sufficient because location privacy depends on
how accurate an adversary can estimate a user’s position. An adversary may not be able to
disambiguate the samples from two users, but if the samples are very close to each other,
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Fig. 7. Log-likelihood ratio at each step in the MHT tracking process for the parallel paths. The
curve with square points shows the results with a different movement model. Tracking performance
is very sensitive to slight changes in the movement model

the location estimate for both users is still relatively accurate. The parallel paths scenario
illustrate this case. The adversary may misassign the samples, but this leads at most to
a difference of about 100m. A low log-likelihood ratio is also not a necessary condition
because in some cases the adversary will assign samples with high likelihood, but the
assignment can still be wrong. This can be observed in Fig. 7, where the log-likelihood
falls below -50. If the sample rate was lower, we could observe such low values without
first encountering values close to zero.

We can, however, use dropping log-likelihood ratios as an indicator of potential track
confusion. Location privacy increases, when the adversaries tracking algorithm confuses
paths from at least two users and these paths then significantly diverge.

In our experiments, we have used a linear model with a large white gaussian noise
component to model nonlinear user movements. We have seen that this crude model could
already provide useful tracking results to an adversary. Tracking results could probably
be improved by using nonlinear filters such as Extended Kalman Filtering and colored
noise models, where the amount of noise at a given step depends on the previous step.

5 Related Work

The presented results build on prior work in the field of location anonymity. We have
analyzed a new class of applications that requires periodic location samples from a larger
number of users to infer statistical properties (such as average traffic flow).
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In prior work [6], we have described mechanisms to guarantee a defined degree of
anonymity in different locations by adjusting the spatio-temporal resolution of location-
based queries. These mechanisms assume that location-based queries are generated so
infrequently, that they can be viewed as independent queries—the adversary would be
unable to link them to the same user. The current paper has described a first analysis aimed
at building mechanisms to detect when the frequency of queries becomes dangerously.
Another goal of these mechanisms could be to control this frequency so that a defined
level of privacy is maintained.

This research is also closely related to the mix zone concept developed by Beresford
and Stajano [5, 11]. Mix zones are spatial areas in which users’ location is not accessi-
ble. When multiple users simultaneously traverse a mix zone, their pseudonyms can be
changed and it becomes hard to link the incoming and outgoing path segments to the
same user. In this way mix zones can be viewed as segmenting paths. They are more
suitable for applications that require quasi-continuous tracking of users during a partic-
ular time interval, rather than the less frequent location samples that we discussed in this
paper. However, we believe that the multi-target tracking concepts will also be helpful
in analyzing unlinkability of paths over mix zones.

Another thread of privacy research for location-aware systems [12, 13, 14] devel-
ops privacy policy-based technologies to make users aware of a service provider’s data
collection practices. It also allows them to easily express preferences that govern un-
der what circumstances private data can be shared. Lederer and colleagues [15] found
that the identity of the requester typically is the most significant factor in users’ pri-
vacy decisions. These mechanisms allow sharing information with trusted parties, while
blocking intrusions from untrusted ones. Our location anonymity research is orthogonal
to this work. To our knowledge privacy legislation does not mandate data collectors to
inform users about anonymous data collection. As discussed, however, anonymity is not
an absolute property, rather data can afford different degrees of anonymity. Therefore,
privacy-policy mechanisms could be used to negotiate an acceptable degree of anonymity
between users and service providers.

Serjantov and Danezis [16] as well as Diaz and colleagues [17] have proposed an
information theoretic metric for anonymity. The metric was presented in the context of
anonymous network communication but appears also applicable to location information.
A privacy criterion for periodic samples will likely build on this work.

Privacy-aware data-mining follows a similar objective in allowing inferences about
aggregate distributions of users while preserving privacy [18]. It differs in that it does not
attempt to maintain anonymity, but rather protect sensitive data about users. For example,
one mechanism perturbs sensitive data, such as salary information, by adding a random
offset. This hides an individual user’s information within an uncertainty interval, while
still allowing the reconstruction of the salary distribution for a large user population. These
mechanisms also do not address how to perturb time-series data such as location traces.

6 Conclusions

In this paper, we have considered a class of applications that requires a large number
of users to reveal periodic location samples. This class is not yet adequately addressed
by existing location privacy mechanisms. We have analyzed how multi-target tracking
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algorithms reconstruct paths from periodic anonymous location samples and proposed
to derive a privacy criterion and disclosure control algorithms based on the inherent
uncertainty metrics.

From our experiments, we have obtained the following insights. First, while the
tracking performance of our implementation was not perfect, it did track the three users
for an extended period of time. Most of the confusion between users is only temporary,
when two paths cross, and not significant in the long run. Second, reducing the sampling
rate with which location samples are published does not have a major effect on the cer-
tainty of assignment, unless it coincides with changes in direction or intersecting paths.
Third, spoint-wise log-likelihood as a measure of uncertainty is not a good indicator
of privacy per se. A path certainty measure that takes into account the uncertainty at
previous sample points may be a better alternative. Log-likelihood appears to be a good
predictor of potential confusion, though.

We see three important directions for continuing this work. First, we plan to develop
an anonymity criterion that signals whether the sampling rate and user density parameters
in a given application scenario meet a defined level of anonymity. This criterion should
be guided by the performance of more refined versions of the tracking algorithm. In
particular, we plan to study the effect of track initiations and of maintaining multiple
likely hypotheses over a number of steps.

Second, we are interested in deriving disclosure control algorithms that could dy-
namically adjust the sampling rate to meet a privacy criterion. As discussed, reducing
the sampling rate is most effective when it coincides with unpredictable changes in tra-
jectory. Compared to a static privacy-preserving sampling rate, may provide an overall
higher data quality to applications by only reducing the rate when needed. A full so-
lution must also take location-based services’ data quality requirements into account.
Eventually, it should remain the choice of users and system designers to decide when to
trade privacy for reduced service quality.

Eventually, such privacy mechanisms must be compared in light of application’s
data requirements. Privacy can be trivially improved by reducing the amount of data
available, but this may not be adequate for a given application. Once we developed a
better understanding of how to define a privacy criterion we also plan to clearly define
the data requirements for different applications. The most interesting problem will be to
find algorithms that maximize privacy while maintaining the required data quality.
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Abstract. Most attempts at analysing secure information flow in pro-
grams are based on domain-specific logics. Though computationally fea-
sible, these approaches suffer from the need for abstraction and the high
cost of building dedicated tools for real programming languages. We re-
cast the information flow problem in a general program logic rather than
a problem-specific one. We investigate the feasibility of this approach by
showing how a general purpose tool for software verification can be used
to perform information flow analyses. We are able to prove security and
insecurity of programs including advanced features such as method calls,
loops, and object types for the target language JAvA CARD. In addition,
we can express declassification of information.

1 Introduction

By understanding the way that information flows from inputs to outputs in a pro-
gram, one can understand whether a program satisfies a certain confidentiality
policy regarding the information that it manipulates. If there is no information
flow from confidential inputs to publicly observable outputs—either directly or
indirectly via e.g. control flow—then the program may be considered secure.

An appealing property of information flow is that it can be described in-
dependently of a particular mechanism for enforcing it. This is useful because
in fact the dynamic enforcement of information flow is tricky; information can
flow not only directly as in “public.output(secret);” but also indirectly, as
in “if (secret==0) public.output(1);” or even (using an arithmetic excep-
tion) “tmp = 1/secret; public.output(1);”. Denning [7] pioneered an ap-
proach to determining whether a program satisfies a given information flow
policy using static analysis. Since then (in particularly in the last 5-6 years)
research in the area of information-flow analysis for programs has flourished.
For an excellent overview see [16].

* A preliminary short version of this paper appeared in WITS’03, Workshop on Issues
in the Theory of Security, April 2003.
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Most attempts at analysing secure information flow in programs have followed
basically the same pattern: information flow is modeled using a domain-specific
logic (such as a type system or dataflow analysis framework) with a predefined
degree of approximation, and this leads to a fully automated but approximate
analysis of information flow. There are two problems stemming from this ap-
proach. Firstly, the degree of approximation in the logic is fixed and thus many
secure programs will be rejected unless they can be suitably rewritten. Secondly,
implementing a domain-specific tool for a real programming language is a sub-
stantial undertaking, and thus there are very few real-language tools available
[16]. Furthermore, these two problems interact: realistic languages possess fea-
tures that are omitted in theoretical studies but which can prove increasingly
difficult to analyse statically with acceptable precision.

This paper investigates a promising alternative approach based on the use of
a general program logic and theorem prover:

— We recast the information flow problem in a general program logic rather
than a problem-specific one. Program logics based on simple safety and live-
ness properties (e.g. Hoare logic or weakest precondition calculus) are inad-
equate for this purpose, since only the most simple information flow proper-
ties can be expressed. Our approach is to use dynamic logic, which admits
a more elegant and far-reaching characterisation of secure information flow
for deterministic programs.

— We investigate the feasibility of the approach by showing how a general pur-
pose theorem proving tool for software verification (based on dynamic logic)
can be used to perform information flow analyses. So far, our examples are
relatively small, but we are able to handle phenomena like partial termi-
nation, method calls, loops, and object types. We are also able to prove
insecurity of programs and to express declassification of information.

2 Modeling Secure Information Flow in Dynamic Logic

The platform for our experiments is the KeY tool [2], which features an interac-
tive theorem prover for formal verification of JAvA CARD programs.!

2.1 A Dynamic Logic for Java Card

In KeY, the target program to be verified and its specification are both modeled
in an instance of dynamic logic (DL) [10] called Java CARD DL [4]. Java
CARD DL extends variants of DL used so far for theoretical investigations or
verification purposes, because it handles such phenomena as side effects, aliasing,
object types, exceptions, finite integer types, as partly explained below. Other
programming languages than JAVA CARD could be axiomatized in DL. Once
this is done, the KeY tool can then be used on them.

! Another tool that could have been used is the KIV system [18].
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Deduction in JAVA CARD DL is based on symbolic program execution and
simple program transformations and is, thus, close to a programmer’s under-
standing of JAVA. It can be seen as a modal logic with a modality (p) for every
program p, where (p) refers to the state (if p terminates) that is reached by
running program p.

The program formula (p) ¢ expresses that the program p terminates in a state
in which ¢ holds. A formula ¢ — (p)1 is valid if for every state s satisfying
precondition ¢ a run of the program p starting in s terminates, and in the
terminating state the postcondition 1 holds.

Thus, the DL formula ¢ — (p)% is similar to the total-correctness Hoare
triple {¢} p{t} or to ¢ implying the weakest precondition of p wrt ¢. But in
contrast to Hoare logic and weakest precondition calculus (wpc), the set of for-
mulas of DL is closed under the usual logical operators and first order quantifiers.
For example, in Hoare logic and wpc the formulas ¢ and ¢ are pure first-order
formulas, whereas in DL they can contain programs. In general, program formu-
las can appear anywhere in DL as subformulas.

In addition, JAvA CARD DL includes the dual operator [-], for which [p] ¢ =
—(p) —¢, with the semantics: p either terminates in a state in which ¢ holds or it
diverges. In the KeY tool the [-] operator will be supported in the near future.

The programs in JAVA CARD DL formulas are basically executable JAVA
CARD code. Each rule of the calculus for JAvA CARD DL specifies how to execute
one particular statement, possibly with additional restrictions. When a loop or
a recursive method call is encountered, it is necessary to perform induction over
a suitable data structure.

In Java (like in other object-oriented programming languages), different ob-
ject variables can refer to the same object. This phenomenon, called aliasing,
causes serious difficulties for handling of assignments in a calculus for JAva
CARD DL. For example, whether or not a formula “ol.a = 1” still holds after
the (symbolic) execution of the assignment “02.a = 2;”, depends on whether or
not o1 and o2 refer to the same object.

Therefore, JAVA assignments cannot be symbolically executed by syntactic
substitution. In JAVA CARD DL calculus a different solution is used, based on
the notion of (state) updates. These updates are of the form {loc:=val} and can
be put in front of any formula. The semantics of {loc:=val}¢ is the same as
that of (loc = val;) ¢, but val is a logical term syntactically restricted in such
a way that computing its value has no side effects. In addition, loc is either
(i) a program variable var, or (ii) a field access obj.attr, or (iii) an array access
arr[i]. More complex expressions are not allowed in updates. Such expressions
are first decomposed into a sequence of updates when they occur.

In JAvA CARD DL there are three different types of variables: metavariables,
program (local) variables, and logic variables.> Metavariables, as explained in
Section 2.2, are merely placeholders for ground terms. Program variables can

2 The distinction between program and logic variables is forced by side effects in
imperative programming languages like JAVA. It is not present in “pure” DL [10].
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occur in program parts of a formula as well as outside program parts. Syntacti-
cally, they are constants of the logic. Their semantic interpretation varies with
the program execution state. Logic variables occur only bound (quantified) and
never in programs. Syntactically, they are variables of the logic. Their semantic
interpretation is 7igid in the sense that it refers to one particular program state.
This is necessary to refer to values of program variables in different program
states within the same formula. Hence, in JAVA CARD DL quantification over
program variables like “vx. (p{x}) ¥ {x}” is syntactically illegal.®

Updates remedy this problem. Suppose we want to quantify over x of type
integer. We declare an integer program variable px, quantify over a logic variable
of type integer [z, and use an update to assign the value of Iz to px:

(int px;) (Viz : int. {px:=lx}{p{px}) v{lx, px}) (1)

2.2 Automated Proof Search in KeY

Like other interactive theorem provers for software verification, the proving pro-
cess in KeY is partially automated by heuristic control of applicable rules. In
particular, the KeY theorem prover features a metavariable mechanism that
makes elimination of universal quantifiers potentially more efficient: without it,
whenever a universally quantified formula (that is a positive formula of the form
Vz.p{x} or a negated existential formula) is encountered, then the standard
quantifier elimination rules in first order logic allow to derive, for example, ¢{t}
from Vz.¢{z} for any ground term ¢. This leads to an infinite local search space
and, typically, forces user interaction to obtain a term ¢ that advances the proof.

In automated theorem proving (but only in few interactive theorem provers)
it is standard practice to use so-called free variables or metavariables instead.
Instead of ¢p{t} one derives a formula of the form ¢{X}, where X is a placeholder
for a ground term ¢. The point is that the determination of ¢ can thus be delayed
to a later stage in the proof when a useful value for it becomes obvious.* This
technique is implemented in the KeY prover. With it, many (but not all) user
interactions due to quantifier elimination are no longer necessary. Below we will
see that in the present application, the metavariable technique is particularly
important.

2.3  Secure Information Flow Expressed in Dynamic Logic

We use the greater expressiveness of DL as compared to Hoare logic and wpc to
give a very natural logic modeling of secure information flow. Assume without
loss of generality that program p contains exactly one low-security variable 1
and one high-security one h. We want to express that by observing the initial
and final values of 1, it is impossible to know anything about the initial value
of h [6]. In other words:

3 The notation ¢{z}, p{x} emphasizes occurrence of variables in formulas or programs.
4 To ensure correctness, the skolemization rules that eliminate existential quantifiers
must, of course, take into account possible dependency on metavariables present.
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“When starting p with arbitrary values 1, then the value r of 1 after
executing p, is independent of the choice of h.”

This can be directly formulated in standard DL:
V1. 3r. Vh. (p)r =1 (2)

To illustrate our formulation in JAVA CARD DL, assume that all variables are
of type integer and (where necessary) program variables and logic variables are
prefixed by “p” and “1”, respectively. Using (1), we obtain the following JAvA
CARD DL version of (2):

(int pl; int ph;) (VIiint. 3riant. ¥ ilhint. {pl:=l}{ph:=lh}(p) r = pl)

For sake of readability we use the simpler DL notation (2) in the rest of the
paper, unless the actual JAVA CARD DL formulation is of interest.

The closest approach to ours is by Joshi & Leino [11-Cor. 3] who arrive at a
characterisation of secure information flow in Hoare logic that resembles (2). The
target language of [11] is a toy language, and nothing was implemented or even
mechanized. A crucial limitation of Hoare logic is that quantifiers can only occur
within an assertion, hence quantifiers that range over program variables or both
pre- and postcondition have to be eliminated before one obtains a Hoare triple.
In consequence, the existential result variable r in (2) needs to be replaced by the
user with a concrete function. Other limitations of Hoare logic that we overcome
with dynamic logic are characterization of information leakage by termination
behaviour, proving insecurity of programs, and declassification.

In DL we can easily express the additional requirement that no information
on the value of h shall be leaked by p’s termination behaviour:

V1.(3h. (p)true — Ir.VYh. (p)r =1) (3)

In addition to (2) this expresses that, for any choice of 1, if p terminates for
some initial value of h, then it terminates for all values.

This formula contains an implicit occurrence of the modality [-]. Therefore,
with the current version of the prover this formula cannot be used.

3 Interactive Proving of Secure Information Flow

In our experiments, we considered only problems of the form (2) (it is unneces-
sary to use form (3), because our examples are all terminating, so the antecedent
of the implication is true for all values of h).

3.1 Simple Programs

We start demonstrating the feasibility of our approach with some examples taken
from papers [11, 16]. Table 1 shows the example programs with the corresponding
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Table 1. Simple programs

program |rules applied program rules applied
1=h; 7 1=h; 1=1-h; 14
h=1; 11 if (false) 1=h; 16
1=6; 11 if (h>=0) 1=1; else 1=0; 21
1=h; 1=6; 12 if (h==1) 1=1; else 1=0; 1=0; 33
h=1; 1=h; 12

number of rules applied in the KeY system. Note that 1, h, and r are single
variables in each case.

When evaluating the data one must keep in mind that we used the KeY prover
as it comes, we discuss possible performance improvements below in Section 6.

As is usual in the context of a mechanical sequent proof, the proof obligation
is implicitly negated, so that V quantifiers are treated as existential quantifiers
and 3 as universal ones. Therefore, the V quantifiers in (2) are simply eliminated
by skolemization, while » must be, in principle, instantiated by the user with the
result value of 1 after p did terminate (e.g., 6 in program “l1 = 6;”). Thanks to
the metavariable mechanism, this interaction can mostly be avoided by delaying
the instantiation until a point when the heuristics are able to find the required
instance automatically (that is, after symbolic execution of p). In fact, none
of the proofs on these examples required user interaction and all proofs were
obtained within fractions of a second.

If a program is secure, then the DL formula (2) is provable. For insecure
programs the proof cannot be completed, and there will be one or more open
goal. Among our examples there are two insecure programs. In these cases the
prover cannot find a proper instantiation for r. Furthermore, if we switch off
the metavariable mechanism the prover stops at goals that remain open in an
attempt to prove security. Table 2 contains these goals (in this case one for each
program) and it is easy to observe that these formulas are indeed unprovable.
In fact, the open goals give a direct hint to the source of the security breach.

It is important to note that the number of applied rules (and user interac-
tions) does not increase more than linearly if we take the composition of two
programs. For example, to verify security of the program “h =1; 1 =6;", the
prover applies 12 rules. By comparison, to prove security of the constituents
“h=1;" and “1 = 6;”, 11 rule applications are used in each case.

Table 2. Open goals for insecure programs

program open goal
1=h; dr.Vh.r =h
if (h>=0) 1=1; else 1=0;|3r. (Vh. ({(h < 0) = r=1) AVh. (A <0 — r =0))
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3.2 Proving Insecurity

To prove that the programs in Table 2 are insecure, the property of insecurity has
to be formalized. This can be done by simply taking the negation of formula (2).
The syntactic closure property of DL is crucial again here. Negating (2) and
straightforward simplification® yields:

J1.Vr.dh. (p)r#1 (4)

The intuitive meaning of the formula is the following:

“There is an initial value 1, such that for any possible final value r of 1
after executing p, there exists an initial value h which can prevent 1 from
taking that final value r.”

Program “1=h;” can be proved insecure in 14 steps without user interaction.
The proof on the second program takes 33 steps and requires two user interac-
tions: instantiation on h and running the integrated automatic theorem prover
Simplify [8] part of the ESC/Java tool. In the future this type of user interaction
will not be needed, since the run of Simplify will be activated automatically by
the heuristic control of KeY.

The property of insecurity can be adapted to include termination behaviour,
too. In this case (3) has to be negated (as mentioned before, currently the prover
cannot handle modality [-], thus formulas of form (5) cannot be proved):

31. (Vr.3h. (p) r # 1V (3h. (p) true A Fh. [p] false)) (5)

The intuitive meaning of the formula is the following:

“There is an initial value 1 such that either there exists a value h for
which p terminates and h interferes with 1 or there exists a pair of h
values such that for one value p terminates and for the other it diverges.”

3.3 Loops

In this section we report on an experiment with a program containing a while
loop. The program would be rejected by a type-based approach as it contains a
non-secure statement:

V1.37.Vh. (h >0 — (while (h > 0) {h——; 1 =h;})r=1) (6)

The loop contains the insecure statement “1 = h;” but the condition of exiting
the loop is h = 0, thus the final value of 1 is always 0, independently of the
initial value of h. The precondition ensures that the body of the loop is executed
at least once.

To prove properties of programs containing loops requires in general to per-
form induction over a suitable induction variable. Finding the right induction

5 As now we only consider terminating programs, (-) and [] are interchangeable.
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hypothesis is not an easy task, but once it is found, completing the proof is
usually a mechanical process; if one runs into problems, this is a hint, that the
hypothesis was not correct. Heuristic techniques to find induction hypotheses
are available in the literature and will be built into KeY in due time.

After the induction hypothesis is given to the prover, three open goals must
be proven: (i) after exiting the loop, the postcondition holds (induction base),
(ii) the induction step, (iii) the induction hypothesis implies the original subgoal.

To prove security of (6), the prover took 164 steps; in addition to establishing
the induction hypothesis, several user interactions were required of the following
kinds: instantiation, unwinding the loop and Simplify.

3.4 Using Object Types

Next we demonstrate that our approach applies to an object-oriented setting in
a natural way. The example presented here is taken from [12-Fig. 5.], where an
object (specified by its statechart diagram) leaks information of a high variable
through one of its operations. The corresponding JAVA implementation is:

class Account {

private int balance;

public boolean extraService;

private void writeBalance(int amount) {
if (amount >= 10000) extraService = true; else extraService = false;
balance = amount; }

private int readBalance() {return balance;}

public boolean readExtra() {return extraService;}

}

The balance of an Account object can be written by the method writeBalance
and read by readBalance. If the balance is over 10000, variable extraService is set
to true, otherwise to false. The state of that variable can be read by readExtra.
The balance of the account and the return value of readBalance are secure,
whereas the value of extraService and the return value of readExtra are not.

The program is insecure, since partial information about the high-security
variable can be inferred via the observation of a low-security variable. That is,
calling writeBalance with different parameters can lead to different observations
of the return value of readExtra.

To prove security and insecurity of this program, we continue to use (2)
and (4), respectively. We give the actual JAvA CARD DL formula of security to
show how naturally objects are woven into the logic. Where necessary, we use
variables with object types in the logic.

(Account o = new Account(); int amount; booleanresult;)
¥ lextraService : boolean.3r : boolean.V lamount : int.
{o.extraService:=lextraService}{amount:=lamount}
(o.writeBalance(amount); result=o.readExtra();) r = result
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The prover falls into an infinite search for proper instantiation on r, but by
disabling the search mechanism we get the following unprovable open goal after
65 rule applications:

37 : boolean. (Y lamount : int. ((lamount < 10000) — r = TRUE) &
Vlamount : int. (lamount < 10000 — r = FALSE))

Insecurity of the program was proved in 120 steps without user interaction.

4 An Alternative Formulation of Secure Information
Flow in Dynamic Logic

There is a reformulation of the secure information flow property, which captures
it in an even more natural way than (2):

“Running two instances of p with equal low-security values and arbitrary
high-security values, the resulting low-security values are equal too.”

This can be rendered in DL as follows:
V1,1, h,h". (1 =1 — (p{1,h}; p{l/,h'})1=1") (7)

This approach can be used as is only when the two instances of p do not inter-
fere, that is, p{1,h} accesses only variables 1 and h. Otherwise, the remaining
environment must be preserved.

The number of branches in a proof for program p corresponds to the number
of symbolic execution paths that must be taken through it. Therefore, in the
worst case, the size of proofs for p;p’ is quadratic in the size of proofs for p.
Theorem 2 below alleviates this problem, but it is future research to find out
exactly when and how the increase can be avoided.

Theorem 1. If p modifies no variables or fields other than 1 and h, then equa-
tion (2) and (7) are equivalent.

It is worth noting that characterization (7) is probably the most suitable if one
is restricted to Hoare logic or wpc, because it translates directly into a Hoare
triple after elimination of universal quantifiers.

4.1  An Optimization

By exploiting the fact that the two program copies are identical (they just run on
different environments) we can significantly decrease the size of the state space
with the equivalent formula:

V1,1.9h.Vh'. (1 =1 — (p{1,h}; p{l/,h'})1=1") (8)
Theorem 2. Equation (7) and (8) are equivalent.

% Proofs of Theorem 1 and 2 can be found in the appendix of [1].
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The existentially quantified value of h can be arbitrarily chosen and not bound
by the actual program p in hand. Thus, when a proof is carried out the user can
instantiate it to any value, for example to a value which makes the proof easier.
We will see an example of that in Section 4.2.

A further simplification in actual proofs is that precondition “1 = 1" can
be rendered in JAvA CARD DL as two updates” “{pl:=ll}{pl":=ll}". The first
update is needed anyway to enable the quantification over program variable 1, as
illustrated by (1). Besides making the proofs somewhat shorter, this optimization
even eliminates otherwise inevitable manual instantiations in some cases.

Using the same idea as for the first approach, we can extend (8) to include
termination behaviour. And by taking the negation of that formula, we get the
formulation of insecurity including termination behaviour.

4.2 Examples

In this subsection we show how this approach performs on the example programs
from Section 3. On the simple programs in Table 1 the number of applied rules
increased, but in most cases not more than linearly. No user interaction was
needed. For the two insecure programs we get trivially unprovable goals again
and to prove them insecure we negate and simplify (8) to get the formula® of
insecurity:

31,1".Vh.30". (1 =1 A (p{1,h}; p{1,0'})1 #1) (9)

The automatic proof on program “l=h” takes 18 steps, while the number of
187 applied rules on the second insecure program increased more than threefold
compared to the result from the first approach. This is due to the search for a
proper instantiation of h’ by the prover which leads to a fully automatic proof.

Proving security of the Object Type example introduced in Section 3.4 leads
to an unprovable open goal after 191 steps, while insecurity can be proved in
317 steps without user interaction.

The example program containing the while loop is provable in 300 steps with
several user interactions of kinds: induction, unwinding the loop, instantiation
and Simplify. In the proof we exploit the fact that h can be instantiated to
any value (conforming the precondition “h>0”) as pointed out earlier. Thus, h
is instantiated with 1, hence, the first loop can be symbolically executed (by
unwinding the loop twice) without induction.

Among the example programs, the advantage of (8) compared to (7) is man-
ifested the most strongly by this example. If using (7), none of the loops can be
symbolically executed without providing an appropriate induction hypothesis,
moreover, two significantly differing hypotheses have to be given by the user.
Furthermore, the proof is considerably longer: 497 steps.

7 Prefixing logic and program variables with “I” and “p”, respectively.
8 In JavA CARD DL the first conjunct can be expressed via updates again.
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5 Exceptions and Declassification

In this section we discuss two variations of the secure information flow problem
which are handled in a straightforward manner in dynamic logic, but can be
problematic in standard typed-based approaches.

The section also motivates the need of the Alternative Approach (7), which
may otherwise seem questionable, because it mostly leads to longer proofs as
program p has to be symbolically executed twice.

5.1 Exceptions

Exceptions provide the possibility of additional indirect information flows. The
presence or absence of an exception may reveal information about secret data,
either directly through the source of the exception—e.g. h = 1/h reveals whether
h is zero or not—or indirectly via the context in which the exception is thrown
(see the example below).

In the type system setting, the presence of exceptions can lead to rather
coarse approximations to the information flow, and lead to complications in the
type systems® such as ad hoc rules to capture common idioms which would
otherwise give unacceptable approximations [15].

As an example of the kind of crude approximation that a type system is re-
quired to make, consider an expression such as “if (h # 0) h = 1/h;”. Avoiding
exceptional behaviour of this kind is a natural programming idiom. It is rather
easy for our approach to see that no exception can be raised by this program
fragment, and hence there is no potential information flow from the conditional
test to the exception or its absence. For example, the type rule of [19] requires
that the divisor is always of low security clearance to ensure that a divide-by-
zero exception can never lead to additional information flows—thus the above
program would not be allowed. The JFlow [13] and Flow Caml [15] systems both
contain a more fine grained treatment of exceptions, but are forced to assume
that an exception might be raised by the above code, thus potentially causing a
secure program to be branded as insecure.

Exceptions can, of course, easily lead to genuinely insecure programs. Since
JAVA CARD DL fully models the JAvA CARD semantics, the handling of ex-
ceptions poses no problem for our analysis. First we show a simple example
presented in [13]:

y = true;

try {
if (x) throw new Exception();
y = false;

1 catch(Exception e) {}

9 And even errors, such as the error in Meyers’ framework uncovered by Pottier and
Simonet [14].
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Assume x is a confidential and y is a public boolean variable. Then the program
is insecure since the code is equivalent to the assignment y = x.

The program can be proved insecure using formulas (4) and (9) without user
interaction in 48 and 93 steps, respectively. When trying to prove security of the
program with formulas (2) and (7) we get trivially unprovable goals without any
user interaction.

When using the throw command or performing computations which may
raise exceptions, we might want to prove that exceptions are handled in a secure
way or that they cannot occur in our program. We illustrate these cases through
the simple program “h = 1/h;”. Since the value of 1 is not changed the program
can only leak information about whether the initial value of h is 0 or not.

This is easily observed when we try to prove security of the program using
formula (2). The prover stops at the following open goall?:

h =0 — {var0:=obj_1| : ArithmeticException}(throw var0;)r =1

which describes exactly what we expected: if the value of h is 0, then there is an
uncaught exception of type ArithmeticException (denoted with symbol “| 7).

However, by modifying the program or the proof obligation we can prove the
program secure. One possibility is to handle the exception in a secure way, for
example, by leaving the value of h unchanged if the exception occurs:

try {h=1/h;} catch(ArithmeticException e) { }

Alternatively, we can add the precondition h # 0, thus avoiding the raise of the
exception. This leads directly to a proof that the program “if (h # 0) h = 1/h;”
is secure. Both cases are proved (using either approach) without user interaction.

5.2 Declassification

In certain cases programs need to leak some confidential information in order
to serve their intended purpose. Obviously we cannot prove security for such
programs, but we can establish some “conditional” security which bounds the
information leaked from a program. Cohen’s early work [6] on information flow
in programs introduces a notion of selective independence which captures this
idea, and this is generalised by e.g. the PER model [17].

For a program which leaks no information about h we observe that the low
output does not change as we vary the high input (as encoded fairly directly by
formulation (7)). The idea when describing the behaviour of “leaky” programs
is to characterize what is leaked and show that if the attacker already has this
information then nothing more is leaked.

Let us take an example. Suppose that a Swedish national identity number,
a ten digit natural number, is considered a secret. The identity number encodes
information such as the date of birth and the gender of the owner. Suppose that
a program handling identity numbers is permitted to leak the gender of the

10 Qlightly modified for easier reading.
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owner'!. For such a policy we wish to prove that if the gender is already known
then there is no additional information revealed about the personal numbers.

The basic idea is to represent attacker knowledge—in this example the knowl-
edge of gender—as a partition of the state space. In this concrete example the
state space is partitioned into two sets, M and F' (the personal numbers corre-
sponding to males and females, respectively).

To prove that a program is secure under such a policy, following [6] we can
modify (7) to prove security for each partition:

V1,1.Vhe M.VYW € M. (1 =1 — (p{1,h}; p{,0'})1 =1") A
V1,1'’.Vhe F.¥YN € F.(1 =1 — (p{1,h}; p{2/,0'})1 =1

or equivalently

V1,1, hb'.(he MAY e M)V(he FAY € F) —
(1=1 — (p{Lh}; p{1,n'})1 = 1))

A generalisation of this (which does not require the partition to be finite) is to
represent the partition as an equivalence relation.

Such preconditions can be obtained in a mechanized way in some cases. Sup-
pose that the domain D of the high value can be partitioned into a finite number
of subdomains: D = D1 W Dy W --- W D,,. Moreover, assume there are formulas
di(z) for 1 < i < n with exactly one free variable z such that the value of z is
in D; iff d;(z) holds. Then also Vx : D. dy(z) Vda(z)V - -V d,(z) holds.!? Now,
if we add the precondition

(di(h) Ady(h")) V (da(h) Ada(h")) V-V (dn(h) Ady(R")) (10)

to (7), then at most one subdomain for each given pair of h and h' is selected
and the security property on that subdomain is checked. But since h and h’ are
universally quantified the formula checks in fact security of the whole domain of
h. Note that we cannot use (8) here, since that would verify only one subdomain.

Let us give two examples on the usage of (10). Suppose we can afford to
leak (a) the sign of h or (b) the least significant bit of h. Then we would add the
following preconditions:

(a). (h>0)A M >0)V(Rh<0)A (R <0))
(b). ((h mod 2=0) A (&' mod 2=0))V ((h mod 2=1) A (k' mod 2 =1)).

Obviously, precondition “hmod2 = h’' mod2” merely is a simplification of (b).
To demonstrate declassification we proved that “if (h>=0)1=1; else 1=0;"

does not leak out more information than the sign of h. We merely needed to add

precondition (a) to formula (7) and run the prover, yielding a proof in 96 steps

1 The gender is encoded in the second from last digit: if the digit is odd then the
owner is male, otherwise female.
12°Ag the D; form a partition of D, this is even true when V is replaced by XOR.
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without user interaction. Without the additional precondition, the program is
insecure, and a proof attempt terminates with the expected open goals.

By means of declassification, the following scenario can be envisaged: if prov-
ing security of a program fails, we analyse the open goal(s) to figure out the
source of the information leakage, that is, give an upper bound for the leakage.
After adding the declassifying precondition there are two possibilities: either the
proof can be completed, thus, we know an upper bound on the amount of infor-
mation leaked. If we can afford this leakage then we have a “relatively” secure
program. Otherwise, we have to find a lower upper bound and try the proof with
the corresponding precondition; if the proof still cannot be completed, then we
underestimated or miscalculated the amount of leakage and have to retry the
proof with a stronger or different precondition.

We note that declassification is also expressible with the first approach using
the following formulation:

V1. 3r. Vh. (di(h) — (p)r =1) AV1. Ir. Vh. (do(h) — (p)r =1)
A--+ AV1. 3r. Vh. (d,(h) — (p)r =1)

The drawback is that each subdomain has to be proved secure separately by
symbolically executing program p n times. This can cause substantial overhead.

6 Discussion and Future Work

In this paper we suggested to use an interactive theorem prover for program ver-
ification and dynamic logic as a framework for checking secure information flow
properties. We showed the feasibility of the approach by applying it to a num-
ber of examples taken from the literature. The examples are small, but current
security-related papers typically present examples of similar complexity. Even
without any tuning of the prover, all examples could be mechanically checked
with few very user interactions. The relatively high degree of automation, the
support of full JAvA CARD, and the possibility to inspect failed proofs and open
goals are major advantages from using a theorem prover.

Most approaches to secure information flow are based on static analysis meth-
ods using domain-specific logics. These have the advantage of being usually de-
cidable in polynomial time. On the other hand, they must necessarily abstract
away from the target program. This becomes problematic when dealing with
complex target languages such as JAVA CARD. By taking a theorem proving
approach and JAVA CARD DL, which fully models the JAvA CARD semantics,
we can prove any property that is provable in first-order logic.

An important advantage of both Hoare logic and dynamic logic is that they
are transparent w.r.t. the target language, that is, programs are first-class citizen.
In contrast to formalisms based on higher-order logic, no encoding of programs
and their semantics is required. In addition, verification is based on symbolic
program execution. Both are extremely important, when a proof requires user
interaction, and the human user has to understand the current proof state.
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In terms of the way in which we formulated the security condition, the clos-
est approach is that of Joshi & Leino [11], who consider how security can be
expressed in various logical forms, leading to a characterisation of security using
a Hoare triple. This characterisation is similar to the one used here—with the
crucial difference that their formula contains a Hoare triple, but it is not a state-
ment in Hoare logic, and thus requires (interactive) quantifier elimination before
it can be plugged into a verification tool based on Hoare logic. Neither leakage by
termination behaviour nor insecurity nor declassification are captured by their
formula (although these aspects are discussed elsewhere in the same article).
Thus, the greater expressivity of dynamic logic has important advantages over
Hoare logic in this context. We can provide mechanized, partially automated
proofs for JAvA CARD as target language.

The paper presented two approaches to express security in DL. Though the
second approach necessarily leads to longer proofs because of the two program
copies, it has important advantages. With the use of (8) and instantiating h with
any value that conforms present preconditions, the formula does not contain any
existential quantifier, thus the metavariable mechanism is not used. This provides
a higher degree of automation of proofs by eliminating a manual instantiation.
More experience is needed to determine which approach, if any, is the better.
Recent work [3] shows that the “single program property” provided by the second
approach (7) is applicable to a variety of languages and program logics.

An open question is how this approach would scale up for more complex
programs with several high and low variables. Each variable introduces a uni-
versal quantifier in both approaches, furthermore in the first approach each low
variable introduces an additional existential quantifier. More experiments need
to be done to determine how well the automatic proof search mechanism of the
prover performs in the presence of several quantifiers.

To reduce the number of variables (and thus the number of quantifiers) the
idea of abstract variables as “functions of the underlying program variables”
proposed in [11] might be useful.

Automated static analyses have the advantage that they do not require pro-
grammer interaction. This is achieved by approximations in terms of accuracy,
in favour of good compositionality properties. For example, a simple type system
might insist that to prove while (b)p secure one must prove independently that
b only depends on the low parts of the state, and that p is secure. Assuming
such a rule is sound (it depends on the language and other properties of b) then
it amounts to a simple but incomplete way to handle a loop. The KeY system is
currently used “as-is”. It can and should be further tuned and adapted to secu-
rity analysis. Many of the benefits of a type-based approach might be obtained
by the addition of proof rules akin to the compositional rules offered by such
systems. Recently, a compositional proof system tailored to secure information
flow was developed [9] that might guide the design of such rules. It allows precise
analysis of semantic issues (e.g., characterization of the power of the attacker),
but its target language is small and it is not implemented. We performed a first
experiment on adding taclets which circumvent the need to prove termination
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of a loop in a case like the above. This was successful and the taclet was simple
to add; by proving that the condition and the body of the loop is secure, we
can conclude that the loop is secure independently of its termination behaviour.
Thus, in such cases there is no need for induction.

The KeY system features additional modalities. As shown above, some of
our formulas require the [-] modality. We intend to experiment on such formu-
las in the near future. Furthermore, modality [-] (“throughout”, modeled after
“future” operators in temporal logic) has been implemented [5]. This makes it
possible to specify and verify properties of intermediate states of terminating and
non-terminating programs. We intend to experiment with scenarios that involve
proving security and insecurity of JAVA CARD applications when a smart card
is “ripped out” of the reader or terminal leading to unexpected termination.
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Abstract. Mobile ad-hoc networks support interactions and collabora-
tions among autonomous devices by enabling users to share resources and
provide services to each other, whether collaborations are for business or
leisure purposes. It is therefore important to ensure that interactions are
subject to authentication and access control in order to restrict access
to only those resources and services that the user intends to share. Ex-
isting access control models that are based on membership certificates
incur redundant verifications and therefore require significant computa-
tion. They are inefficient because devices have to repeatedly verify the
requestor’s certificates and check the authorisation policies for each ser-
vice access request received. In this paper, we present an efficient access
control model that combines a membership list with the role-based ac-
cess control (RBAC) model. Each ad-hoc network has a coordinator that
is responsible for maintaining the membership and broadcasting a signed
membership list to all participants at regular intervals. The model autho-
rises a service request if the requestor is listed in the membership list and
its assigned role is authorised to perform the requested actions. Through
experiments, we have observed the efficiency gains obtained through use
of this model.

1 Introduction

The advancement of mobile technology has enabled the establishment of ad-hoc
networks which can be formed anytime and anywhere without relying on the
availability of a fixed network infrastructure. Ad-hoc networks support inter-
actions and collaborations among autonomous devices to share resources and
services. This type of network is particularly useful for military coalitions and
disaster relief operations that require rapid establishment of network connectiv-
ity, as well as for business meetings or leisure purposes such as resource sharing.

Security is one of the main concerns in the establishment and management
of ad-hoc networks in order to protect the device’s resources from misuse and
control access to its services. The lack of infrastructure support and a priori
knowledge between devices introduce difficulties for authentication, membership
management, and access control. Typically, a user joins an ad-hoc network be-
cause it needs to access resources and services that it does not have as well as
to provide various services to others. Hence, users must be able to authenticate

D. Hutter and M. Ullmann (Eds.): SPC 2005, LNCS 3450, pp. 210-224, 2005.
(© Springer-Verlag Berlin Heidelberg 2005
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each other in order to control access to their resources and services. Without au-
thentication and access control, collaborations are difficult to establish because
users typically do not trust any strangers to access their resources. However,
the need for a device to authenticate each service request incurs redundancy in
the verification of credentials. For example, whenever a device requests to join
a network, all the existing members have to verify its credentials before they
grant the admission permission. As a result, there is a need for an efficient ac-
cess control model that can reduce redundant computations that will result in
delays and consume power (a precious commodity for mobile devices).

In this paper, we consider an ad-hoc network as a community of autonomous
devices that interact and collaborate with each other. Each community has a
community specification called doctrine [7] that governs the admission of par-
ticipants and defines a set of authorisation policies that specify their respective
privileges. Users and services are represented as roles. Thus, roles are used to
group users with the same rights and duties, and also act as a placeholder for
common type of services. In the community, admission control is undertaken by
a coordinator that is responsible for periodically broadcasting a membership list
to all participants. The proposed access control model enables service providers
to use the membership list and the doctrine to determine the requestor’s eligibil-
ity to join the community and to decide whether permission can be granted to
access the services. Through experiments (c.f. section 7), we observed that this
model is more efficient than models relying solely on membership certificates.

In section 2, we present some related work, and outline some of the short-
comings of current access control models for mobile ad-hoc networks. Section
3 presents some background information, while section 4 presents an efficient
approach to disseminate a community membership list. We introduce our access
control model in section 5 and section 6 describes the implementation. This is
followed by a description of an experiment setup and results in section 7. We
conclude the paper and highlight future work in section 8.

2 Related Work

In infrastructure-based networks such as the Internet, the use of popular Public-
key Infrastructure (PKI) standards such as membership certificates provides a
scalable solution to address authentication and access control issues. Member-
ship certificates are issued specifically to a particular user, so that the user only
needs to present the certificate to the service provider and then authenticate
itself in order to access the service. As a result, various studies [8,16, 13] have
attempted to adapt this solution to ad-hoc networking by setting up dedicated
certification authorities (CAs) within the ad-hoc network itself. These authori-
ties are responsible for issuing membership certificates to the participants and
authentication is performed by checking these certificates. An approach proposed
in [8] selects a group leader to handle the admission control in an ad-hoc group
and the leader uses its own public key pair to issue membership certificates to
the participants. This approach is not flexible because when the group leader
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leaves, all the certificates need to be renewed and the new group leader must
re-issue membership certificates to all the participants. To mitigate this prob-
lem, the authors introduced the concept of delegation, so that delegated group
leaders can also issue membership certificates to admit new users. In addition,
these delegated leaders are encouraged to issue redundant certificates to existing
group members. Consequently, a member could possibly possess more than one
certificate issued by various group leaders in the network. This requires more
storage for membership certificates, and more computations are needed to issue
redundant certificates.

Other similar approaches that adopt threshold cryptography [16, 13] enable
multiple mobile nodes in an ad-hoc network to act as CAs, and use a public-key
pair for the entire network. The private-key of the network is split into n shares,
where n > 3t + 1 and these key shares are then distributed to n mobile nodes
out-of-band. Each of the mobile nodes is required to issue a partial certificate
share to every new user who wishes to join the network. Thus, a new user has
to gather ¢t 4+ 1 certificate shares and combine them to form a valid membership
certificate. This approach is proposed in order to prevent the single point of
failure. However, when ¢ + 1 nodes that have a share of the private-key leave
the network, these nodes could jointly issue a valid membership certificate. This
issue can be mitigated by using proactive secret sharing [6], where key shares
are updated periodically in order to prevent collusion, but this requires a great
deal of effort and computations to update all the key shares at regular intervals.
Furthermore, the additional message exchanges require significant additional
power consumption.

Access Control / Authorisation
Policies

Membership
certificates Authentication Role

Engine

Role-based
Access Control

Actions —|

Resources ———»f
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Fig. 1. An access control model that uses the membership certificates in conjunction
with RBAC

Figure 1 shows a typical access control model of various approaches that
use membership certificates in conjunction with RBAC [12, 3]. For each service
request, the requestor must present a valid membership certificate in order to
access a service. The authentication engine first authenticates the requestor.
Secondly, it checks the membership certificate to determine the participant’s
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role information, and lastly access is granted to perform the requested actions
according to the role information and the authorisation policies.

Models based on the PKI standards exhibit three fundamental issues when
deployed in mobile ad-hoc networks. First, they wastes devices’ computational
resources because for every access request, the service providers have to repeat-
edly authenticate and verify the membership certificates of the requestor, even if
the requestor was previously authenticated. Caching methods can be used, but
they introduce additional complexities such as determining the caching period
as well as deciding which information can be safely cached. Since mobile devices
typically have limited computational resources, this model is heavy weight and
not efficient. Second, an ad-hoc network is transient in nature; this implies that
certificates are valid only within the lifetime of the ad-hoc network. When the
network is dissolved, the certificates become useless since they cannot be used
in other ad-hoc networks. As a result, the use of certificates in this approach
does not justify the effort of going through the certificate issuance process which
is both expensive and laborious. Third, the group leaders or the certification
authorities in the ad-hoc network have to periodically broadcast a certificate
revocation list (CRL) to all participants, so that they know which participant’s
membership has been revoked. This also incurs additional computational costs
because the authenticity of the CRL must be verified and revocation of certifi-
cates needs to be checked periodically as well.

Other solutions that use symmetric key cryptography as a shared group
secret-key to prove participants’ membership [15, 14, 2] are also less flexible. This
is because it is not possible to differentiate one participant from another since
all of them know the secret-key. This implies that they all must share the same
access privileges if the access permission is granted solely based on the possession
of a group secret-key.

3 Background

This section provides some background information in association with the pro-
posed access control model.

3.1 The Community Specification, Doctrine

In [7], we have proposed a policy-based approach to establish ad-hoc communi-
ties. A community specification called doctrine defines the participants in terms
of roles, the user-role assignment (URA) policies, the policies governing the be-
haviour of the participants and the overall constraints of the community. Boot-
strapping an instance of an ad-hoc community requires a group of participants
to agree to use the same doctrine and to designate a coordinator. The partici-
pants must also satisfy the URA policies in order to join the community. The
authorisation and obligation policies specified in the doctrine define the access
privileges and obligations of the respective roles in the community. The URA
policies define the constraints on the attribute certificates that a user must pos-
sess in order to be assigned to the requested role in the community. These could
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be the user’s role in an organisation, position in a company and membership
etc. The doctrine also provides the flexibility to specify additional security re-
quirements such as separation-of-duty, cardinality and community establishment
constraints. These constraints define the conditions under which a community
can be established as well as the conditions to admit a new user.

Typically, a doctrine is issued by an issuer and expressed in XML. It is
signed by the issuer, thus ensuring its integrity, and the signature is encoded
using XMLSignature [1].

In [7], we have discussed the evolution and management of communities, with
emphasis on the community establishment protocols and the underlying trust
assumptions. In essence, each community has a coordinator that is responsible
for handling the admission requests, thus enforcing the URA policies and com-
munity constraints, as well as for periodically broadcasting the membership list
to all participants. All participants maintain weak consistency of the member-
ship list with the coordinator. This is efficient because broadcast is inexpensive
especially in small ad-hoc communities where devices are in proximity of each
other. The use of a coordinator is desirable in order to avoid redundant verifica-
tions (otherwise each participant would need to verify that all other participants
satisfy the URA policies). However, this does introduce an issue of trust in the
coordinator. Typically, communities comprise heterogeneous devices with vary-
ing computational capabilities ranging from laptops to PDAs, or low-powered
sensors. The coordinator must therefore be chosen amongst the devices with the
most processing capabilities, e.g., a laptop or PDA. As all the participants must
have fulfilled the URA policies in order to join the community, we assume that
they trust each other to act as the coordinator. In addition, participants can
expect each other to behave according to the policies of the community, which
are specified in the doctrine and known to all participants. Lastly, in order to
prevent the single point of failure, a new coordinator can be selected when the
current one becomes unavailable.

3.2 The TESLA Authenticated Broadcast

Conventional authenticated broadcast requires an asymmetric approach to gen-
erate digital signatures. However, TESLA [9] adds a single message authentica-
tion code (MAC) to a message for broadcast and achieves an asymmetric digital
signature through clock synchronisation and delayed symmetric key disclosure.
It therefore makes authentication less expensive. In TESLA authentication, the
sender first chooses a random key Ky and generates a one-way key chain by
repeatedly applying a one-way hash function H (such as SHA-1) on Ky in order
to generate all other keys: Ky_1; = H[Ky]|, Kn_2 = H[Kx_1], ... In short, K;
= H[K;11] = HVN7![Ky]. The receiver can therefore easily compute a key K
from a key K; provided that j < i using the equation K; = H*~7[K;]. However,
nobody can compute K; given K; because of the one-way property of H. A key is
considered authentic provided that when the equation is applied, the computed
value matches the previously authenticated key on the chain.
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Time is divided into uniform time intervals and a key is assigned to each
interval. The generated key chain is used in reverse order for the computation of
the message’s MAC in each time interval. In addition, the sender pre-determines
a key disclosure schedule, ¢ in which it will disclose the key that was used to
compute the MAC. For example, in time interval (i + §), the sender reveals the
key K;. The key disclosure delay, § must be greater than the round-trip time
between the sender and receivers [9]. TESLA requires that the sender and the
receivers are loosely time synchronised and each node knows an upper bound
on the maximum synchronisation error [10]. This is essential for the receiver to
ensure that the message received was computed using a key that has not yet
been published. Further details on how to establish loose time synchronisation
are discussed in [9].

When a receiver receives a message with a MAC, it must first verify that
the key K; used to compute the MAC has not been disclosed. This is necessary
because an adversary could have forged the message if it already knows the
disclosed key. Therefore, the security condition imposed in TESLA requires the
MAC of the received message to be computed using a key that has not yet
been revealed. If this is fulfilled, the message is buffered and the receiver waits
for the sender to publish the key. Once the key K, is published, the receiver
authenticates the key and then verifies the MACs of the messages that are stored
in the buffer.

4 Dissemination of the Membership List

The membership list is maintained by the coordinator and periodically dis-
tributed to all the participants in the community. Thus, all participants maintain
weak consistency of the membership list with the coordinator. Typically, the list
contains the mappings of all participants’ public-keys to their corresponding roles
in the community and a membership entry in the list is a tuple of (node address,
node id, public-key, role assignments, time of admission, device capability). How-
ever, using asymmetric cryptography to provide authenticity and integrity of the
membership list is expensive. In this section, we present a light-weight approach
to disseminate the membership list to participants at regular intervals using the
TESLA protocol.

4.1  Upon Bootstrapping of the Community

When a group of users have agreed to use a doctrine to bootstrap a community,
the user who initiates the community is selected as the coordinator if it has
adequate resources and computational capabilities. The coordinator broadcasts
a signed (REQUEST) which includes its credentials and public-key as well as
the doctrine to be used in order to bootstrap the community. The coordinator
must then ensure that all the replying users satisfy the URA policies and that
the community constraints are not violated.

As shown in Figure 2, once the community has been bootstrapped, the co-
ordinator generates a set of TESLA parameters, (Ko, 6, Tint, £) and broadcasts
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Message 1: The coordinator, co generates a keychain and TESLA parameters
which include the duration of a time interval, Tin: and the key disclosure
schedule, 6. Subsequently, co broadcasts a signed message which contains the
TESLA parameters and the membership list to all participants.

co: K, — H[Kn]=Kn-1 — ... —» H[K1]=Kj
Mco = (MEMBERSHIP, co, CID, TS, Ko, Tint, 6, £, membership list)
co — *: (Mo, Sign(Priveo, H[Mco)))

After Tine (1 interval)...
Message 2: After an interval, co computes a MAC for the updated membership
list and broadcasts it to all participants. At the same time, it reveals the secret

MAC key according to the key disclosure schedule.

co: M., = (MEMBERSHIP, co, T'S, CID, Is, membership list, Ki_s)
co — * (Mo, MAC(K, H[Mc)))

*T'S = timestamp, CID = community id, £ = length of keychain

Fig. 2. The protocol to disseminate the TESLA parameters and the initial membership
list

them to all the participants. K is the last generated key in the keychain, 6 is the
key disclosure delay, T}, is the duration of a time interval, and ¢ is the length of
the keychain. Together with these parameters, the coordinator includes the ini-
tial membership list and then signs them using its private-key. Each community
has a community id, C'ID which is a pseudo-random number generated by the
coordinator as an identifier for the community instance. The broadcast is also
timestamped. Note that, a digital signature is used at this initial bootstrapping
phase because all the participants do not know the TESLA parameters for the
community. After a time interval, Tj,;, the coordinator broadcasts the mem-
bership list using TESLA. From this point onwards, the coordinator broadcasts
the membership list at regular time intervals, i.e., the membership list is in-
cluded in the key disclosure message according to 6. In addition, all participants
must loosely synchonise their clocks with the coordinator’s using the simple time
synchronisation protocol [9].

Once participants have received the initial membership list, they verify it
using the coordinator’s public-key. At the same time, they store the TESLA pa-
rameters. Subsequent membership list updates are cached by the participants.
When the corresponding secret-key, K; (where i is the interval) is disclosed by
the coordinator, the participants check the authenticity of the key and subse-
quently verify the MAC of the membership lists that are stored in their cache.
If successful, they update their own local copy of the membership list.
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4.2  When a User Joins or Leaves the Community

When a new user requests to join the community, the coordinator has to first
check the URA policies and grant admission to the user if the community con-
straints are not violated. As illustrated in Figure 3, the coordinator sends a
(JOIN REPLY) message to the admitted user. The message consists of the
TESLA parameters, (Ko, T, Tint,6,¢) and the membership list. 7} is an ad-
ditional parameter and denotes the initial time of interval 1. This enables the
new user to compute the current interval with respect to the current time in or-
der to determine the authenticity of a secret MAC key. In addition, the admitted
user must loosely synchronise its clock with the coordinator.

Message 1: The coordinator sends the TESLA parameters, the initial time of
interval 1, Th and the membership list to the newly admitted user, ug.

co: M., = (JOIN REPLY, co, uo, TS, CID, Ko, Ty, Tint, 6, £,
membership list)
co — ug:  (Meo, Sign(Priveo, H[Mco)))

Message 2: After that, the coordinator broadcasts the membership list to all
other participants. The membership list is signed using TESLA.

co: Meco = (MEMBERSHIP, co, T'S, CID, I;, membership list, K;_s)
co—* (Mo, MAC(K;, H[Meo)))

Fig. 3. The protocol to disseminate the TESLA parameters to a newly admitted user

After that, the coordinator broadcasts the membership list to all partici-
pants and signs the membership list using TESLA. When a participant is de-
tected/considered to have left the community, the coordinator has to update the
membership list and broadcasts it to all using the same procedures.

4.3 When a New Coordinator Is Selected

It is possible that the coordinator moves out of range or become unavailable.
Since all community participants have a copy of the membership list, they can
check whether they are eligible to be the new coordinator. Amongst all the eligi-
ble participants, only one participant is selected. The choice is really arbitrary,
however for implementation purposes, we usually use the participant with a high
CPU capability device who is assigned the lowest node id in the membership list
as the new coordinator (i.e., the oldest member of the community with a suf-
ficiently powerful device). The new coordinator sends a (RECONSTRUCTION
REQUEST) message to all participants. Participants would only respond if the
new coordinator is listed in the local copy of their membership lists. This is
to prevent malicious users from sending fake requests in order to take over the
admission control in the community. Existing participants can then rejoin the
community, and thus the community can be reconstructed.
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Soon after the coordinator has gathered sufficient re-join replies and the com-
munity constraints have been satisfied, it generates a new key chain and then
broadcasts a new set of TESLA parameters to all participants. The protocol is
the same as the bootstrapping protocol as shown previously in section 4.1.

5 The Access Control Model

The access control model exploits the local copy of the membership list that each
participant possesses in order to optimise the access control mechanism. There-
fore, the service providers only need to check the membership list to determine
whether the requestor is a valid member of the community, and do not need to
repeatedly verify the requestor’s credentials. We also use the RBAC model be-
cause the doctrine defines the participants in terms of roles. Hence, permissions
are assigned to roles rather than individual identities.

As shown in Figure 4, the access control model consists of a membership
management component and a policy enforcement component. Both of these com-
ponents run on all users’ devices. The membership management component is
responsible for maintaining the membership list that the participant receives
periodically from the coordinator, and verifiying the authenticity and integrity
of the list received. In addition, it extracts the authorisation policies from the
doctrine that the service providers must enforce and forwards them to various
enforcement components. The policy enforcement component is responsible for
enforcing authorisation policies. As shown in Figure 4, all the service requests
must be signed by the requestor, they are intercepted and then the policy en-
forcement component checks whether permissions can be granted by performing
the following:

— Authenticate the requestor - The policy enforcement component authen-
ticates the requestor by verifying the signature of the service request. Since
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Doctrine i | Membership

Polici
Management oneies
| —
Membership

list
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A

Service Request, —
N Policy Role R
Enforcement Role-based
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Actions —|

Resources ———»f

Signature ;

Fig. 4. The proposed access control model that uses the membership list instead of
membership certificates
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it has access to the membership list, it can obtain the public-key of the
requestor in order to verify the signature.
— Check the requestor’s role assignment - The policy enforcement com-
ponent determines the role of the requestor by using the membership list.
— Check permission - Lastly, based on the role assigned to the requestor
and the authorisation policies, a decision is made whether to permit the
requested actions or not.

6 Implementation

To implement this model, we have extended the Java security architecture [4],
as the default Java security manager and access controller provide a general
implementation that can be used to incorporate our access control model.

Figure 5 shows the incorporation of our access control model with the Java se-
curity model. Typically, authorisation policies are enforced at the target object.
Therefore, when a new community is established using a doctrine, the member-
ship management component extracts the authorisation policies in the doctrine
that the participant has to enforce and passes them to the policy enforcement
component. Subsequently, the policy enforcement component translates these
authorisation policies into Java authorisation policies that can be loaded by the
Java security manager.

We have defined a new permission called ServicePermission that extends the
java.security. BasicPermission. The ServicePermission represents a permission
to access the services, (i.e., invocation of a method on the target object). In
addition, the default Java principal-based authorisation only supports the use
of X.509 certificates. Therefore, we have extended the java.security. Principal to
define a new AdHocPrincipal that can be used to encapsulate the user’s role
information in an instance of an ad-hoc community.

Figure 6 shows the translation of an authorisation policy as defined in the
doctrine to the corresponding Java authorisation policy. The policy specifies that

Java Authorisation
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‘ Management

Membership| | Authorisation

list| ] Policies
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Service Request,
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Policy
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Security
Manager

Y/N R« T
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Fig. 5. The incorporation of the proposed access control model with the Java security
model
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the participants who are assigned to the role Staff of the community instance
(CID = 183674) are granted permission to invoke the method print on any target
object Printer. This policy is enforced by devices which are assigned to the role
Printer in the community.

inst role Staff {
inst auth+ printAuth {
Target Printer;
Action print(); }

}

This authorisation policy is being translated into the following Java policy

grant Principal AdHocPrincipal “183674-staff” {
permission ServicePermission “print”;
b
Fig. 6. This policy defines the rights of participants who are assigned to the role Staff.
They are authorised to use the print service in the community

In essence, for each access request received, the policy enforcement component
determines the requestor’s role assignment using the membership list and then
it encapsulates the role information in an instance of an AdHocPrincipal. Next,
it invokes the Java security manager to check whether the requested action is
permitted based on the authorisation policies and the role information.

7 Experiment Setup and Results

7.1  Experiments

We developed a proof-of-concept prototype scenario to dynamically establish ad-
hoc communities comprising devices for various categories of users such as Staff,
Research Assistants, PhD students, Undergraduate Students, and intelligent de-
vices such as Printers, and Projectors in the Department. Users can dynamically
bootstrap an ad-hoc community and then use the print service and slide pro-
jector service. These services are implemented using Java RMI invocations in
which an authorised participant can invoke the methods print() and project()
on the printer and projector objects.

A doctrine is created to define the roles of the participants as well as their
privileges, i.e., the authorisation policies. For example, only Staff, Research As-
sistants, and PhD students are authorised to use the Printer. This is achieved
by first look up the remote object of the Print Service and then invoking the
print() method. The target object, Printer checks the eligibility of the requestor
and the authorisation policies before it prints the submitted document.

In the experiment, we measured the performance of the policy enforcement
component which includes the process of authenticating the requestor, deter-
mining its role assignments and invoking the Java security manager to check
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the authorisation policies. Performance was measured in terms of transaction
rate, which is a value provided by perf/J [5], a tool for metering and monitoring
the performance of Java applications. Essentially, perf/J measures the average
elapsed time it takes to execute the demarked Java code-units, i.e., a transaction.
These operations were executed on PII-350Mhz machines with 128Mb of RAM.
We compared the performance of three access control models as follows:

— Model A (a chain of attribute certificates) — The requestor has
to present a set of attribute certificates that are encoded using Simple
Public-Key Infrastructure (SPKI)/Simple Distributed Security Infrastruc-
ture (SDSI) [11], the policy enforcement component finds a certificate chain
and then checks the URA policies in order to determine the role to be
assigned to the requestor. Subsequently, authorisation policies are checked
based on the assigned role.

— Model B (the role membership certificate, RMC) — The coordinator
or the group leader is responsible for issuing RMCs to all participants that
satisfy the URA policies. An RMC is encoded using SPKI/SDSI as well.
When the requestor requests to access a service, it presents the RMC for
verifications. The policy enforcement component verifies the RMC before it
grants permission to the requestor.

— Model C (the membership list) — All participants maintain weak con-
sistency of a membership list with the coordinator. The requestor does not
need to present any certificates, the policy enforcement component checks
the membership list and the authorisation policies before granting permis-
sion to the requestor.

7.2 Results

Figure 7 illustrates the comparison of performance measurements of various ac-
cess control models. For all models, the elapsed time decreases (i.e., the trans-
action rate increases) as invocations become more frequent, e.g., when there are
60 service invocations in a time period of 30 minutes (i.e., an invocation every
30 seconds), compared to 10 service invocations. Note that there is a significant
performance gap between Model C and other two models; the transaction rate
for Model C is at least two times higher for any number of invocations. More
specifically, the average transaction rate for Model C is of 19 and 26 when the
corresponding number of invocations are 30 and 60. These figures are approxi-
mately four times higher than Model B and nine times higher than Model A. In
other words, when using the membership list, the Print Service can handle up to
25.6 invocations per second as compared to Model B that uses role membership
certificates with less than 6.5 transactions per second.

Thus, the proposed model requires significantly less computations than the
other two. Model A appears to require the most processing time because it has
to perform complex operations to evaluate the certificate chain, while Model B
also requires the execution of public-key cryptography which is expensive.

We have also measured the overhead incurred when verifying the authenticity
of the membership list received at regular intervals. The average transaction rate
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Comparison of Performance Measurements of Various Access
Control Models

30

20 — I~ | @Model A (A chain of attribute certificates)

B Model B (Role membership certificate)

OModel C (Membership list)

: [ ] n

10 30 60

Average Transaction Rate
&

Number of Invocations

Fig. 7. Performance measurements of the access controller for various access control
models

Table 1. The size of the membership messages, |[ML| = size of the membership list

Message Content size
(MEMBERSHIP) with TESLA parameters|2.133kB + |ML|
(MEMBERSHIP) with a secret key 1.417kB + ML)

to verify a TESLA key is ~ 66.06, while the rate to authenticate the MAC of the
membership list is approximately 56.63. A variant of Model C which uses digital
signatures instead of TESLA can be used to provide authenticity of the mem-
bership list. In this alternative model, we observed that the average transaction
rate for verifying digital signatures is &~ 46.10. This indicates that for a powerful
machine e.g., PII-350 Mhz, the use of digital signatures does not have major
impact on the performance as it is slightly heavier than the use of TESLA.

In addition, as shown in Table 1, we have measured the approximate sizes
of the (MEMBERSHIP) messages to convey TESLA parameters and to reveal
a 128-bit secret-key.

8 Conclusion and Future Work

This paper has presented an access control model that requires significantly less
computations than the other models, and is therefore more efficient. Although
there is a small amount of overhead incurred by the periodic broadcast of mem-
bership list using TESLA, this overhead is not significant because TESLA uses
symmetric-key cryptography and broadcast in wireless networks is inexpensive.
In all other computations, our access control model does not involve additional
cryptographic operations except for verifying the signature of the service re-
quests. However, this verification is required in all models encountered. This
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indicates that the overhead imposed by the periodic broadcast of the commu-
nity membership list is justifiable for small to medium-size communities as the
performance gains in terms of computation are significant by comparison with
models where service providers have to re-verify requestor’s credentials or cer-
tificates for each access request. In the latter models, we have also not taken
into account the required computations to verify the certificate revocation lists
(CRLs).

However, a consequence of the use of TESLA is that only weak consistency
between the membership of the community as perceived by different participants,
can be guaranteed. Slight inconsistencies of the membership list among the par-
ticipants are inevitable because when a user joins or leaves the community at
time ¢; of interval j, the coordinator needs to broadcast the updated membership
list to all participants, but the membership list will only be authenticated and
therefore valid after A = (6 * Tjny) + (ETj - t;), where 6 is the key disclosure
schedule, Ty, is the duration of a time interval and E7} is the end time of inter-
val j. This means that the participants have to wait untill the secret-key used
to sign the membership list is published by the coordinator in order to update
their local membership list. As a result, for the time period A, the membership
lists of the coordinator and the newly admitted user are in sync, while the other
participants still hold the previously authenticated membership list. This can
be mitigated by minimising ¢, as this also minimises the time period of having
inconsistent membership lists, thereby shortening the waiting time for which the
newly admitted user can start interacting with other participants. However, this
implies that the membership list is broadcast more frequently thereby increasing
the resources (computation and transmission power) required. An alternative ap-
proach to avoid this drawback is to use digital signatures to sign the membership
list. However, a reasonably powerful device is required to perform digital signa-
ture verifications, while constrained devices might not be capable of continuously
executing this operation.

One advantage of using the doctrine to express the underlying security poli-
cies is that all participants are aware of the admission criteria and their re-
spective privileges in an ad-hoc community. Hence, this builds trust among the
participants and ensures that the behaviour of the coordinator and the other
participants can be monitored. Consequently, immediate actions can be taken if
the coordinator is found to have misbehaved. However, we are still investigating
the use of the presented model in conjunction with a monitoring framework that
is able to detect policy violations.

Finally, the approach to broadcast a membership list is suitable for relatively
small to medium mobile ad-hoc networks that typically interconnect devices in
the vicinity of each other. The use of a membership list is two-fold, first it serves
as an input to the policy enforcement component to determine the eligibility
of the requestor before authorising its actions. Second, it can be used as the
CRLs of the community. On this basis, the proposed access control model is
efficient and effective although only weak consistency of the membership list can
be maintained.
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Abstract. Alice first meets Bob in an entertainment shop, then, they
wish to share multimedia content, but Do they know what are trustwor-
thy users? How do they share such information in a secure way? How do
they establish the permissions? Pervasive computing environments ori-
ginate this kind of scenario, users with their personal devices interacting
without need of wires, by forming ad-hoc networks. Such devices conside-
red pervasive are having increasingly faster processors, larger memories
and wider communication capabilities, which allows certain autonomy
for collaborating and sharing resources. So, they require a suitable access
control in order to avoid unauthorised access, or disclosure/modification
of relevant information; in general, to protect the data that are usually
confidential and the resources. This paper presents a distributed solution
for access control, making use of the autonomy and cooperation capabi-
lity of the devices, since in open dynamic environments is very difficult
to depend on central server. The access control is based on a pervasive
trust management model from which trust degrees are dynamically ob-
tained. We present the TrustAC reference and functional model, as well
as a prototype implementation using XACML-compliant policies.

1 Introduction

Pervasive devices provide a user with the ability for receiving and gathering
information from anywhere, at anytime. They interact with other surrounding
devices offering services or sharing resources, that is, peer-to-peer applications,
for instance, a user with its personal digital agenda (PDA) arrives to the air-
port, the PDA interacts with information points, hotspots, automatic check-in
machine, etc., but How do we know that the available services are authentic?
How do we authorise the access to the services? How do we protect our device
from malicious users? Nowadays, pervasive devices can act as secure client, but
they cannot act as secure peers; therefore, they require a flexible mechanism
for access control to the services, so that the resources are protected. Theft or
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loss of data stored on personal devices is the most significant threat. The access
control is a security issue that grants specific access rights to the resources (in-
formation, services, network interfaces, and database, among other); it often
includes authentication, for instance, in a PDA, when the user is authenticated
by introducing a PIN code, this has full access.

Several access control schemes have been devised for multilevel secure military
applications as Mandatory Access Control (MAC), for operating systems as Dis-
cretionary Access Control (DAC), and for enterprise environments as Role-Based
Access Control (RBAC). On the other hand, some authorization infrastructures
have been defined for Internet as X.509 Privilege Management Infrastructure
(PMI) defined by ITU, Simple Public Key Infrastructure/Simple Distributed
Security Infrastructure (SPKI/SDSI), Keynote and for Web Services as Secure
Assertion Markup Language (SAML). Such access control systems and autho-
rization infrastructures are reviewed in the next section.

Making an analysis of them, we could conclude that they present some draw-
backs to be applied in dynamic open spaces where users are often unknown,
ad-hoc interactions and pervasive devices having constrained capabilities, since
they require negotiating on access control policies between autonomous domains,
an administrator to manage the system in the presence of frequent changes, and
sometimes definition of complex policies that are not interoperable each other.
The infrastructures’ security depend on a trusted third server (SOA, AAs, or in
general, credential issuer authorities). Thus, we define an access control scheme
based on trust called TrustAC, which is based on our pervasive trust manage-
ment (PTM) model.

Our access control decisions are based on trust because in our scenarios (open
and dynamic environments) the users are peers, there are no roles, pre-configured
access control lists (ACLs), or previously deployed infrastructures. Likewise, the
trust is subjective and changeable, each user stores his/her own trust values,
without he/she depends on third parties to guarantee his/her security; there-
fore, at anytime we know the user’s trustworthiness to grant or deny him/her
the access to our resources. Each user is autonomous to establish his/her trust
thresholds for granting access. This is supported by the underlying trust mana-
gement model, PTM, which offers us trust values in a dynamic and automatic
way, minimizing the user intervention. On the other hand, the use of numeric
values allows establishing categories to control the access, instead of managing
by individuals. The trust values can be used in several domains, by allowing the
interoperability among them unlike roles or explicit permissions.

Section 2 reviews previous work in access control. PTM is briefly explained
in the section 3. Then, section 4 introduces our new system for access control,
TrustAC. In section 5, we present Trust AC specification including the reference
and functional model. Next, section 6 briefly describes the new standard eXten-
sible Access Control Markup Language (XACML) since this standard are being
used to implement TrustAC policies. In section 7, we give details of our first
TrustAC prototype implementation by using the Sun’s XACML implementation.
Finally, we summarise and mention our future research directions in section 8.
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2 Previous Work in Access Control

This section briefly explains the several access control schemes (MAC, DAC
and RBAC), as well as the authorization infrastructures that have been defined
(PMI, SPKI/SDSI, Keynote, and SAML).

— In MAC systems [1], every target receives a security label, which includes a
classification, and every subject receives a clearance, which includes a cla-
ssification list. The classification list specifies which type of classified target
the subject is allowed to access. A typical hierarchical classification scheme
is unmarked, unclassified, restricted, confidential, secret and top secret. A
typical security policy designed to stop information leakage is ‘read down
and write up’. This specifies that a subject can read targets with a lower
classification than his or her clearance and can write to targets with a higher
classification.

— In DAC systems [1], the administrator can give users access rights to re-
sources which hold these rights as Access Control Lists (ACLs). It is the
most popular and well-known model.

— Role-based Control Access (RBAC) systems [2] define a number of roles to
control the access. These roles typically represent organisational roles such
as secretary, manager, employee, etc. In the authorization policy, each role is
given a set of permissions, i.e. the ability to perform certain actions on certain
targets. Each user is then assigned to one or more roles. When accessing a
target, a user presents his or her role, and the target reads the policy to see
if this role is permitted to perform this action.

— X.509 PMI complements Public Key Infrastructure (PKI) for authorization
purposes [3]. It is the set of hardware, software, people, policies and pro-
cedures needed to create, manage, store, distribute and revoke Attribute
Certificates (ACs) that are the primary data structure. Trust depends on
the Source of Authority (SOA) which allocates privileges and access rights
to trusted holders (end users or subordinate Attribute Authorities, AAs).
X.509 PMI supports MAC by allowing subjects to be given a clearance AC,
DAC by holding the access rights within the privilege attributes of AC issued
to users, and RBAC by defining role-specification ACs that hold the permi-
ssions granted to each role, and role-assignment ACs that assign various roles
to the users.

— SPKI/SDSI is composed by two mechanisms: Authorization management
and control based on distributed delegation (SPKI) [4],[5] and a distributed
local name system (SDSI) [6]. SPKI/SDSI introduces the concept of au-
thorization certificate[7]. In the certificate the permissions are assigned to a
public key, since all the principals (people, organization, software agent, etc.)
are public keys, so that it allows authentication. Then, such public keys are
mapped to a local name instead of global names. Local names are defined
by two elements: the word “name” and the name identifier, for instance, A
can define the B’s name in its name space as A: (name B). In addition,
there are extended names, which comprise one o more identifiers. Each prin-
cipal can act like certification authority; therefore, a CA in SPKI/SDSI can
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issue two certificate kinds, name certificates (formed by a four-element tu-
ple) and authorization certificates (formed by a five-element tuple). A name
certificate binds a local name to a public key, whose elements are: issuer
(public key or hash), local name, subject (public key or composite name),
and validity (initial and final date); this is equivalent to the tuple C = (K;
A; S; V). An authorization certificate grants an authorization to a princi-
pal, which includes: issuer, subject, label (authorization), delegation bit, and
validity; this is equivalent to the tuple C=(X; S; T; d; V). In SPKI/SDSI,
the access control policies are represented by access control lists (ACLs) that
are stored by the principal controlling the resource. Finally, SPKI/SDSI also
includes certificate revocation lists (CRLs), which are made by the issuer.

— KeyNote is an approach for specifying and interpreting security policies, cre-
dentials (“assertions”) y trust relations [8]. The framework includes actions,
principals, policies, credentials and a verifier. Policies, trust relations, and
credentials are defined in an own language. There is a special class of princi-
pal identified as POLICY, which is considered the trust root. This principal is
authorised for performing any action and acting like a SOA (in PMI) or root
CA (in PKI). Assertions are always positive, that is, they do not consider
denying specific actions.

— Secure Assertion Markup Language (SAML) is a framework for exchanging
authentication and authorization information adopted by OASIS in Novem-
ber 2002. SAML provides single sign-on (SSO), authorization services and
distributed transactions [9]. It uses XML schema-based assertions for ex-
pressing the information; likewise, it defines a XML schema for defining a
request /response protocol used to exchange assertions. There are three asser-
tion kinds: authentication (affirm that the user has been authenticated),
attribute (affirm that the user is associated with certain attribute and va-
lues), and authorization decision (response for an access request). These
assertions are issued by SAML authorities, which can be authentication au-
thority, attribute authorities and policy decision points (PDPs) in accor-
dance with the assertions.

3 Pervasive Trust Management (PTM) Model

TrustAC defines access control policies based on trust degrees obtained from
PTM [10]. Our model assumes devices with certain autonomy to manage its
own security similar to Pretty Good Privacy (PGP) [11]. These devices act on
behalf of a user, that is, a physical body such as persons, organizations, etc. If
there are established trust relationships among users these would be used; but a
device can also create its own trust relationships in ad-hoc mode. So, each user
handles a protected list of trustworthy and untrustworthy users, the trust degree
associated, behaviour’s information, the public key and the public key’s validity.
It is important to store information about untrustworthy users because distrust
is different from not to have any trust.
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Trust relationships are expressed as a continuous function ranging from 0 to
1, being these values the extreme cases of complete distrust and complete trust
respectively; in addition, we include intermediate states between the extremes,
for instance, 0.5 would be used as ignorance value. We rely on fuzzy logic be-
cause it enables us more granularity than boolean logic. These relationships fulfil
certain properties, such as: reflexive, non-symmetrical, conditionally transitive,
and dynamic.

The trust relationships can be established in direct or indirect way. A direct
trust relationship is given by previous knowledge of the user’s nature or being
unknown, we assign an initial trust degree according to certain rules. The indirect
trust relationships are given by recommendations from other trusted third parties
(TTPs). Recommendations are distributed using a pervasive recommendation
protocol (PRP) among close users or using public key certificates. The trust
degree is obtained making an average of all the recommendations weighted by the
recommender’s trust degree. We use the weighted average because is very simple,
allows to distinguish among the sources, and obtains results that correspond well
with intuitive human judgement.

Once the trust degree is obtained, this degree forms our belief similar to the
Josang’s model [12]. The believes are described as a set of fuzzy propositions,
which express the ownership degree of a user to the set of trustworthy entities
through a quantitative adverb, for example, A believes that B is very trust-
worthy; in this way, we create certain ranks. Nevertheless, the belief can change
according to the user’s behaviour along the time providing feedback about user’s
performance during the interaction. The interactions are evidences of the beha-
viour, which is measured taking into account the actions performed. Actions are
classified in positive (right actions) and negative. However, we assume that all
negative actions are not the same, for this reason we distinguish between wrong
actions (bad actions that do not cause any damage or cause mild damages) and
malicious actions (attacks). To calculate the value of the actions (V,), each ac-
tion has an associated weight applying fuzzy logic. Such weight is rewarded or
penalized according to the past behaviour (both positive and negative) and the
security level (m).

Thus, when a new action is performed, the trust degree is recalculated, in-
creasing or decreasing it in accordance with the actual behaviour multiplied by
a strictness factor. So, trust degrees are automatically calculated, minimizing
human intervention.

These trust degrees are used for creating ranks or categories that are assigned
the permissions, similar to RBAC. So, TrustAC also simplifies the access control
management for large number of users because it allocates permissions to trust
degrees rather than individuals, and there are generally fewer trust degrees than
users. The permissions are defined through policies. Additionally, PTM allows
dynamically to change a user from a category to another without explicit con-
figuration.
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4 Trust-Based Access Control

As mentioned above, Trust-Based Access Control (TrustAC) is a new manage-
ment system of access control, which is based on trust degrees in order to protect
resources. Trust degrees are automatically generated from our PTM model as
well as the mapping between users and their trust degree, reducing the need of
a centralized and manual administration. The use of numeric values allows to
create categories and facilitates the mapping between different domains. Unlike
to RBAC, it is not necessary an administrator for mapping roles on inter-domain
relationships, creation of roles, assigning of users to those roles, creation of ACLs
for each resource, or maintenance of information updated, etc.

Trust AC overcomes the limitations presented by RBAC in open and dynamic
environments, since RBAC works well in close environments, with a definition
of roles clearly established and an administrator for management; but, in open
dynamic environments and peer-to-peer interactions, we cannot assume:

— the existence of roles predefined and the relations between them,

— a valid interpretation of roles accross all domains,

— that the user sets statically the association “user-role” when it is required,

— that the user updates the relationships when the conditions change,

— that the user updates the policies when the roles change,

— and, that the user always remains in the same environment and under the
same conditions.

TrustAC is focused on open dynamic environments where there is neither a
previously defined organizational hierarchy nor specific roles for each user. These
environments are characterised by ad-hoc networks where interactions between
unknown users and heterogeneous devices are frequent; therefore, we cannot have
pre-configured ACLs. It can be also used in any device, for instance, pervasive
devices with computation, communication and storage capabilities because these
devices have a very restricted access control mechanism. In addition, it minimizes
user intervention to manage the system. On the other hand, TrustAC takes
into account the environment conditions (context) to define the access control
policies, being very important for mobile users. It is dynamic along the time,
since the trust evolves according to the user’s behaviour. Finally, it guarantees
the interoperability among several domains, by using fuzzy numeric values.

5 Trust-Based Access Control Specification

TrustAC specification is based on RBAC specification but we use trust degrees
instead of roles as being the main difference. The specification includes a Refe-
rence Model defining sets of basic TrustAC elements and relationships among
them, and a Functional Model defining the features required of the system.
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Fig. 1. Trust AC Reference Model

5.1 Trust AC Reference Model

The reference model includes two components: TrustAC elements and Hierar-
chical Trust Degree (HTD). TrustAC elements define a collection of elements,
element sets, and relations in order to achieve a trust-based access control sys-
tem. HTD is defined in terms of sets and subsets ordering mathematically the
trust value range.

Elements. TrustAC includes sets of six basic data elements called users(U),
agents(Au), trust degree(TD), resources(R), actions(A), and permissions(P).

A user is defined as a human being. Although the concept of a user can be
extended to include organizations, departments, etc. An agent is a user pro-
cess (program) executing on behalf of users within a machine, it can be an au-
tonomous agent. A trust degree is a degree that represents the trustworthiness
of the user; the trust degree granularity could be defined by the user, although
it supports a default division. A resource is an entity that contains or receives
information, for a system implementing TrustAC, the resources can be infor-
mation containers such as files or directories in an operating system, and/or
columns, rows, tables within a database management system; or can be system
resources such as printers, disk space, ports, memory and CPU cycles. An ac-
tion is an executable image of a program, which upon invocation executes some
function for the agent, for example, within a file system, actions might include
read, write, and execute; within a database management system, actions might
include append, update, insert, delete; within a printer, actions might include
print, manage printer, manage document. A permission is an approval to per-
form an action on one or more protected resources.

The relation between users and trust degrees (User Assignment, UA) is one-
to-many relationship, that is, a user can be assigned to one trust degree, and
a trust degree can be assigned to one or more users. UA is assigned automa-
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tically from PTM (section 3). The assignment of permissions to trust degrees
(Permission Assignment, PA) provides great flexibility and granularity. These
permissions are expressed through access control policies. In these policies the
constraints on authorization, action execution, resources, and context can be
defined. Thus, an agent can execute an action only if the action is authorized
for the trust degree in which the agent belongs one (owner’s trust degree). We
summarize the above in the following formal description:

1. Elements: U, Au, TD, R, A, and P are users, user agents, trust degree,
resources, actions and permissions.

2. User’s Trust Degree: UA C U x TD, a one-to-many relationship mapping
a user to a trust degree.

3. Assigned users to trust degree: assigned_users(td) = {u € U |(u,td) €
UA}, the mapping of trust degree td onto a set of users.

4. Agent belonging: U x Au, a one-to-many relationship mapping user pro-

cesses to a user. An agent belongs to a single user and a user can have many

agents. Agents initiate actions on resources.

Permissions: P = 2(4%%) the set of permissions.

6. Assigned permissions to trust degree: assigned_permissions(td) =
{p € P |(p,td) € PA}, the mapping of trust degree td onto a set of permi-
ssions, PA C P x TD, a many-to-many mapping permissions to trust degree
assignment relationship.

7. Actions associated with permissions: (p: P) — ac C A, the permission
to action mapping, which gives the set of actions associated with permission
p-

8. Resources associated with permissions: (p: P) — re C R, the permi-
ssion to resource mapping, which gives the set of resources associated with
permission p.

o

Finally, there is an inheritance relation among trust degrees. Each trust de-
gree inherits (contains) implicitly all the permissions from lower trust degrees,
but these permissions could have different constraints. It is described formally:

— HTD C TD x TD is an inheritance relation (=), td1 = td2 “privileges of trust
degree 1 inherits privileges of trust degree 2”
— assigned_permissions(td2) C assigned_permissions(tdl).

5.2 Trust AC Functional Model

In this section we describe the functions that are required for creation and main-
tenance of our model in order to ensure enforcement of access control policies to
the resources, as well as supporting system and review functions.

Administrative Functions (AFs)

— Creation and maintenance of element sets. A and R are predefined by the
underlying system for which TrustAC is deployed. For example, a travel bro-
ker system may have predefined actions for accessing information, booking,



TrustAC: Trust-Based Access Control for Pervasive Devices 233

updating, deletion, buying. The responsible of the system can create its
own trust categories (although, these are defined by the TrustAC specifica-
tion). The users are added to the system automatically in accordance with
PTM, however the responsible of the system could add users manually. Ad-
ministrative functions for U are AddUser and DeleteUSer, and for TD are
AddTrustDegree, UpdateTrustDegree and Delete Trustdegree.

— Creation and maintenance of relations (UA, PA). Functions to create and
delete instances of UA relations (users and their trust degree) are generated
automatically by PTM. For PA, the responsible of the system adds the re-
quired functions, such as GrantPermission and RevokePermission. These
functions implement the descriptions 3, 6, 7, and 8 in section 5.1. The per-
missions are described as access control policies.

Supporting System Functions (SSFs). These functions are required for re-
gulating the user’s agent access to a service/resource. SSFs can be implemented
as two components *: Policy Enforcement Point (PEP) that is a policy decision
enforcer and Policy Decision Point (PDP) which is the making-decision.

PDP is responsible for processing and managing of all requests related to
the access to the resources. PEP performs control and management routines
and interacts with the PDP for decisions. PDP takes decisions regarding the
information delivered by PEP and evaluating the access control policies. Once
the decisions are taken, PDP gives them to the PEP.

Review Functions (RFs). When UA and PA instances have been created, it
should be possible to view the contents of those relations from both the user and
trust degree perspectives. For example, from the P A relationship, the responsible
of the system should have the facility to view all the users assigned to a specific
trust degree and the permissions associated with the same. These functions are
defined as optional/advance functions. Examples of these functions are:

Agent_user(Au: agents) = the user associated with agent Au

— Assigned_users(td: trust degree) = users with the trust degree td
Assigned_permissions(td: trust degree) = permissions associated with the
trust degree td

Actions-OnResource(r: resource) = actions permitted on the resource r

6 eXtensible Access Control Markup Language
(XACML)

XACML (eXtensible Access Control Markup Language) is an OASIS Stan-
dard that describes a language for defining access control policies and a re-
quest /response language both encoded in XML. The policy language is used to

! These components represent the architecture proposed by the IETF Policy-based
Management Framework [13].
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describe general access control requirements, and has standard extension points
for defining functions, data types, combining logic, etc. The request/response
language lets you form a query to ask whether or not a given action should be
allowed, and interpret the result[14].

The typical setup is that someone wants to take some action on a resource.
Then, the user performs a request to whatever actually protects that resource,
which is called a Policy Enforcement Point (PEP). PEP receives it and forms an
understandable request for Policy Decision Point (PDP) based on the requester’s
attribute, the resource in question, the action, and other information pertaining
to the request (environment). The PEP will then send this request to PDP, which
looks at the request, find some policy that applies to the request, and come up
with an answer about whether access should be granted. The answer contains a
decision (permit, deny, indeterminate or not applicable), some status informa-
tion (for instance, why evaluation failed), and optionally one or more obligations
(things that PEP is obligated to do before granting or denying access). It re-
sponse is sent back to PEP, which can then allow or deny access to the requester.

A Policy has a Target, a Rule-combining algorithm id, a set of Rules and
Obligations. A Target consists of Subjects (users), Resources, and Actions that
must be met to apply to a given request. The Rules consist of a Target, an effect
(“permit” or “deny”), and conditions which are the core logic. Such conditions
can be restrictions about identities, roles, categories, or contextual information.

The Request consists of Subjects, Resources, Actions and Environment which
have characteristics called Attributes. They are compared to attribute values in
a policy to make the access decisions through two mechanisms: AtéributeDe-
signator and AttributeSelector. An AttributeDesignator lets the policy specify
attributes with a given name and type, and optionally an issuer as well. PDP
looks for that value in the request or in any other location like an LDAP service,
database, etc. AttributeSelectors enables a policy to look for attribute values
through an XPath query.

Sun’s XACML Implementation [15] is an access control policy evaluation
engine written entirely in the Java programming language (J2SE). Using this
implementation, we can build and customize PDPs, PEPs, or any related pieces
that fit into the XACML framework.

7 TrustAC Implementation

Trust AC have been implemented as a XACML Profile by using the Sun’s XACML
API. We have chosen the XACML standard by its advantages such as: It uses
a standard language (XML) which facilitates the interoperability between au-
thorization systems, it can be used in any environment, it is distributed since a
policy can be kept in arbitrary locations, and it is powerful as supporting a wide
variety of data types, functions, and rules.

Although we have mentioned a distributed architecture, where each device
manages its own security, so far for testing reasons, using the definitions in
section 5.1, our test scenario consists of a server that protects R in a smart room,
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and mobile users (U) want use the services offered by the devices in that room,
for instance, a multimedia projector, a printer, a PC, etc. (see Fig. 2). U can
be both known and unknown. According to the trust model, our server obtains
information about users and assigns trust degrees (UA). The user information is
stored in a local repository, a MySQL database for PC and text file for pervasive
devices. The users will access to the resources and perform A in accordance with
the P established in the XACML-compliant policy documents, which contains
conditions based on trust degrees and contextual information. So far, TrustAC
has not been integrated with the operating system; therefore, we made a simple
interface to request the service, then, the answer is shown on the screen.

In this scenario, the PDA, the PC (or server) and the laptop contain both
PEP and PDP modules. Nevertheless, each client device contains a PEP module.
Thus, two PDAs could communicate each other allowing access control. PEP and
PDP are modules that can be located of different ways according to the scenario,
simply identifying who (device) controls the resources and who are the clients.

When there are servers controlling the access to other services, we could
combine trust degrees with roles, for instance, in home environments or orga-
nizations where there are roles well defined, if the access control is performed
by a gateway (central server), then it could use roles mixed with trust degree,
mainly for temporary users (visitors) like friends, external workers, etc., since
only trust degrees would not be enough. In this point, it is very important to
clarify that TrustAC is designed for autonomous and constrained devices, which
interacts in open dynamic spaces, therefore, such devices require a protection
mechanism that be simple and efficient for minimizing as much as possible the
manual management.

Fig. 2. Access Control Scenario

We have built our own PDP and PEP modules for implementing XACML-
based TrustAC in two distinct ways either the PEP or the PDP searches for
the trust degree associated to the user. First, the search is made by the PEP
before making the request, after that the PEP will form the request with the
user’s trust degree, the resource and the action. The PDP contains policies based
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on the trust degree and context information as SubjectAttributeDesignator and
EnvironmentAttributeDesignator. With this implementation way, changes in the
Sun XACML implementation are not required.

We have also developed a new class that extends a XACML class called
(AttributeFinder) for searching the trust degree (in our repository) which is
a SubjectAttributeDesignator. Then, PEP sends the request to PDP with the
user’s identifier, the resource and the action. PDP contains policies whose rules
are conditioned by the trust degree and specifying the actions permitted and
denied. With these rules, PDP evaluates whether the condition is true. This
implementation is more adequate than the first because it can be integrated
easily in the XACML implementation as being more standard since the attributes
used in the request are not changed.

7.1 XACML-Based TrustAC Policies

Sun XACML implementation 1.1 contains a sample class that shows how to build
and generate a simple XACML Policy (SamplePolicyBuilder), but it does not
provide a graphic tool (GUI) for generating these policies. So, we are developing
a graphic tool oriented to final users (see Fig. 3) by using Java, called Policy-
Creator. This tool helps users to build their own XACML policy documents in
a friendly and easy way.
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Fig. 3. PolicyCreator GUI

The policies are generated according to the second implementation mentioned
above. Such policies establish the P. The rules are conditioned by the degrees
of trust together with other conditions, for example, related to the environment,
for instance the time as is shown in the Fig. 3. This information is put on
the constraints field. Some functions used for the conditions are given through
mathematics operators, for instance, conditions for the time can be expressed
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as: string-one-and-only (=), :time-less-than-or-equal (<), time-greater-than-or-
equal (>). Another predefined functions can be inserted from the menu. Finally,
obligations can be added in the obligations field.

The policy documents can be edited and customized by the user at will. Our
aim is to develop a generic and flexible tool in order to be used for any profile
such as TrustAC, RBAC, ACL, etc. Therefore, we need to extend this prototype
implementation. Besides, different policy documents referencing each other must
be considered.

8 Conclusion

We have presented TrustAC as a solution for access control in pervasive devices
within open dynamic spaces. Our objective is to automate management tasks
as much as possible in order to reduce the need of a centralized and manual
administration. Nowadays, the only disadvantage to implement TrustAC is the
lack of a standard distributed trust model that allows us to get trust values
for each user. In this paper, we have used the results on our previous work on
PTM, for trust computation and to generate the access control policies. Trust AC
like RBAC simplifies the access control management for large number of users.
In addition, TrustAC does not require any previously deployed infrastructure, it
can be implemented in any device with computation, communication and storage
capabilities, it takes into account important aspects for mobile users such as the
context, and different domains can interoperate easily.

An initial implementation has been developed by using the new standard
XACML, besides a graphic tool for helping to generate policy documents. The
main advantage of XACML is to enable the interoperability between several
applications and the reuse of the policies. In addition, we have a prototype
implementation on Personal Java for a Pocket PC, but we are improving this
implementation, by using an XML parser smaller, for instance, kxm1. In addition,
we are going to integrate our solution with the operating system in order to can
be used by every application.

We are thinking to use an architecture more complex with PEPs, PDPs and
policy repositories distributed and that can be supported by any device. Our
goal is that in open dynamic spaces the security can be managed by own users
as providing them required tools for that.
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